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Abstract

A mobile ad hoc network is usually assumed to be homogeneous, where each mobile node shares the same radio capacity.

However, a homogeneous ad hoc network suffers from poor scalability. Recent research has demonstrated its performance

bottleneck through both theoretical analysis and simulation experiments and testbed measurements. This is further exacerbated by

heavy routing overhead of ad hoc routing protocols when the network size is large. In this paper, we present a design methodology

to build a hierarchical large-scale ad hoc network using different types of radio capabilities at different layers. In such a structure,

nodes are first dynamically grouped into multi-hop clusters. Each group elects a cluster-head to be a backbone node (BN). Then

higher-level links are established to connect the BNs into a backbone network. Following this method recursively, a multilevel

hierarchical network can be established. Three critical issues are addressed in this paper. We first analyze the optimal number of BNs

for a layer in theory. Then, we propose a stable and light overhead clustering scheme to deploy the BNs. Finally landmark ad hoc

routing (LANMAR) is extended to operate the physical hierarchy efficiently. We show that the hierarchical LANMAR can

incorporate and efficiently utilize backbone links to reach remote destinations (thus reducing the hop distance). Simulation results

using GloMoSim confirm that our proposed schemes achieve good performance.

r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

The ad hoc wireless networking technology shows
great potential and importance in many situations due
to its independence of a fixed infrastructure, its instant
deployment and easy reconfiguration capabilities.
Usually, a mobile ad hoc network (MANET) is assumed
to be homogeneous, i.e., all mobile nodes in the network
share the same random access wireless channel with a
single omnidirectional radio. However, a flat ad hoc
network has poor scalability [8,15,16]. In [16], theore-
tical analysis implies that even under optimal network
layout conditions, the throughput for each node declines
rapidly towards zero while the number of nodes is
increased. This is proved in an experimental study of
scaling laws in ad hoc networks employing IEEE 802.11

radios presented in [15]. The measured per node
throughput declines much faster in the real testbed than
in theory. These results reflect that a ‘‘flat’’ ad hoc
network has an inherent scalability problem. Besides the
capacity limitation, ad hoc routing protocols also pose a
heavy burden to the network. Flooding is usually
adopted by routing protocols to search a path or
propagate routing information. In large-scale network
with mobility, routing overhead will consume a major
fraction of the available bandwidth. This further limits
the scalability of ‘‘flat’’ ad hoc networks.

Recognizing the performance limitations in large-
scale ad hoc networks, in this paper, we propose a
wireless hierarchy solution for ad hoc networks using
mobile backbones. Applications of this kind of network
will be very useful in disaster recovery and military
applications, e.g., automated battlefields. The main
challenge of such hierarchical network architecture with
respect to the general Internet is routing under mobility:
address prefixes would need to be continuously changed
as nodes move! The ensuing address management
problem is very complex and would offset the hierarchy
advantages. As we will show, our mobile backbone
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routing scheme retains the simplicity of traditional ad
hoc networks. In spite of the simple routing scheme,
many of the typical backbone strategy benefits (such as
short paths to remote nodes, small end-to-end delay,
high quality link, enlarged network capacity, QoS
support, etc.) can be successfully achieved. In our
proposed hierarchical network architecture, only a
portion of the nodes with multiple radio capacities is
required. These nodes are equipped with powerful
radios in addition to general radios, which are
supported by all the network nodes. The powerful
radios will form higher-level backbone links, which can
help reduce the ‘‘long hop’’ paths by adapting the
hierarchical structure.

One may argue that using long-range radios at all
nodes (not only the backbone nodes (BNs)) would
reduce the number of hops. However, the ensuing
spatial reuse constraint would dramatically reduce the
network capacity as discussed in [16]. Thus, increasing
the transmission range of all mobile nodes is not a cost-
effective solution. The use of different frequencies (and
different ranges) at different levels is a must for a
scalable multilevel architecture. In this paper, we will
consider only the two-level architecture case. While the
proposed scheme extends to arbitrary level hierarchies,
in practice a two-level solution is amply adequate for all
ad hoc network applications one can envision in the
near future (say, several thousands of mobile nodes).
The two-level networks will require installation of dual
mode radios (short and long range) in some nodes.
Multiple radios are common practice in the military.
Moreover, they are emerging also in commercial mobile
devices. For example, future personal data assistants
(PDAs) will have three radios—cellular, wireless LAN
and Bluetooth. In our backbone strategy, however, we
will notice that only a relatively small fraction of the
nodes are elected to be ‘‘BNs’’. Thus, cost savings are
possible by assuming that only a small pool of mobiles
have two radios and thus are eligible backbone
candidates. This actually happens in practice in large
battlefield networks where only armored vehicles and
unmanned airborne vehicles (UAVs) are backbone
candidates—dismounted infantry cannot serve as BNs.
The key requirement is that the fraction of candidates is
large enough to assure an efficient backbone solution.

The main contributions of this paper are in two areas.
The first area is the construction of the hierarchical
network. A simple analytic model was developed to
determine the optimal number of BNs as a function of
system parameters. Then, a stable clustering scheme was
developed to dynamically select BNs. Based on this
dynamic election, a reconfigurable hierarchical network
can be established and maintained in the face of
mobility and BN changes/failures. The second area is
‘‘hierarchical’’ addressing and routing. We have devel-
oped a scheme that can take advantage of the ‘‘physical’’

network hierarchy and at the same time is robust to
mobility. Consequently, our hierarchical routing scheme
retains the simplicity of traditional ad hoc, flat routing,
and at the same time, achieves all of the benefits (e.g.,
short paths to remote nodes, small end-to-end delay,
high-quality link, enhanced network capacity, QoS
support, etc.) offered by a physical hierarchy. In our
proposed hierarchical network architecture, some nodes
are equipped with multiple radios, with different ranges,
and operate in different frequency spectra. The longer-
range radios will form higher-level backbone links,
which can help reduce the ‘‘long hop’’ paths.

The paper is organized as follows. In Section 2, we
review the scalability problem of ad hoc routing
protocols. The proposed hierarchical ad hoc network
structure is presented in Section 3. In Section 4, an
analytic model is used to derive the optimal number of
BNs as a function of system parameters. In Section 5, we
present our backbone election and deployment algo-
rithm, and we evaluate it in Section 6. The landmark ad
hoc routing (LANMAR) scheme is introduced and
applied to the hierarchical structure in Section 7. In
Section 8, we report simulation results evaluating the
performance of the proposed hierarchical structure and
compare it to other solutions. We review related work in
Section 9 and conclude our paper in Section 10.

2. Scalability problem of ad hoc routing protocols

A considerable body of literature has addressed
research on ad hoc routing protocols [5,10,17,18,19,
20,23,24,27,29,30,32,33]. Most research is based on a
‘‘flat’’ ad hoc network model. Research has proven that
many routing protocols work well in the ‘‘flat’’ network
structure while the network size is small (with no more
than one hundred nodes, say, in most situations).
However, much larger ad hoc networks emerge in
several application scenarios, such as in military or
disaster recovery situations. Directly using the current
‘‘flat’’ ad hoc routing protocols in a large-scale setting
will cause performance degradation [9,10,25,30]. Several
reasons exist for this performance degradation. The first
reason is longer paths from sources to destinations,
which naturally occur in a large-scale network. In a
typical case with existing radio power ranges and
hundreds of nodes spread over a large terrain, the
average number of hops between source and destination
can easily exceed ten. A breakage of any single link on
the path will cause failure. Even without failure, the
average end-to-end delay and delay variance may be too
large to be acceptable by time-critical applications. The
second reason is heavy line overhead generated by
routing protocols. Proactive routing protocols, such as
DSDV [32], Fisheye [29] and OLSR [19], relying on
periodic exchanges of routing information, cannot scale
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well because they propagate routing information
throughout the whole network periodically. With
mobility present, more frequent updates are required
to keep the information accurate, thus producing a large
amount of control overhead. In a large-scale mobile
environment, the on-demand routing protocols such as
AODV [33] and DSR [20], etc., which generate routing
overhead only when there is data traffic to send, and
thus have been traditionally considered more suitable
for ad hoc wireless network, also tend to cause heavy
overhead due to the large-scale flood search. The ‘‘long
hop’’ paths are more prone to break due to mobility and
expiration of cached routes, which in turn, cause new
flood searches for new routes. In a mobile network
example based on 100 nodes and 40 sources, the results
in [9] illustrate that on-demand routing protocols will
generate so much routing overhead that they alone will
consume most network capacity. A similar study
presented in [25] shows that DSR does not scale well
to a large network size. The third drawback of ‘‘flat’’
routing in large, mobile networks is inaccurate routing
information about remote nodes. With a large network
size, routing information needs a long time to reach
remote nodes. When it arrives, it may be already out
of date. The stale paths lead to data packet drops on
their way.

To overcome the above limitations, several techniques
have been proposed to make ad hoc routing protocols
more scalable [1,2,5–7,10,19,21,23,29,30]. For example,
Fisheye [29] propagates link state packets with different
frequencies to nodes inside vs. outside its Fisheye scope,
respectively. OLSR [19] reduces the control packets by
selecting only part of the neighbor nodes for packet
broadcasting. TBRBF [5] reduces the LS update over-
head in a Link State routing scheme by maintaining and
sharing a tree for update broadcast. R-DSDV [6]
introduces congestion control to the original DSDV
[32] routing, thus limiting control overhead. LANMAR
[10,30] uses a landmark node to represent a group of
mobile nodes. The control overhead of on-demand
routing protocols can also be reduced by repairing a
broken route locally at the node, which experiences the
link breakage, as is done in WAR [1,2]. Geographical
information assisted routing such as LAR [23], GPSR
[21] and GZRP [7] try to use the geographic information
(typically from GPS) to achieve scalability. All of these
schemes provide scalability improvements in the routing
protocols themselves. However, the performance pro-
blems intrinsic of the ‘‘flat’’ ad hoc network structure
(e.g., paths with many hops, etc.) still remain.

3. Mobile backbone network

The proposed mobile backbone network (MBN) is a
hierarchical network in which a set of nodes functionally

more capable than the ordinary nodes form the back-
bone. The basic scenario consists of a large number of
mobile nodes deployed over a large area. Among these,
the BNs have the ability of forming multilevel backbone
networks using long-range radios. Usually, radios at
each backbone level use some form of channel separa-
tion (e.g., antenna directivity, different codes, different
frequencies, or combinations thereof) in order to
minimize interference across levels. Radios in the same
level share the same frequency and channel resources.
Unlike the wired network, the nodes in the MBN are
also moving, thus the backbone topology is dynamically
changing. In many scenarios such as the battlefield, the
hierarchical structure is an inherent feature of the
application. Different units have different communica-
tion devices and capacities. For example, the wireless
radios installed in military vehicles have a more ample
energy supply and thus are more powerful than those
carried by the dismounted soldiers. UAVs and even
satellites can be used for providing higher level and
broader reach connections. Fig. 1 illustrates a three-level
hierarchy where the first level supports ground commu-
nications among soldiers; and the second and third
levels are implemented using tanks and UAVs, respec-
tively. In this paper, most of our discussions and
simulations are based on a two-level hierarchical
architecture. However, the routing and clustering
algorithms and protocols can be easily extended to
multilevel hierarchical networks.

Hierarchical ad hoc networks have great potential in
real-time constrained applications, especially in the
digitized battlefield. However, the backbone design is
quite challenging if the nodes are mobile. Three critical
issues are involved in building such an MBN, namely,
optimal number of BNs, BN deployment and routing.
In theory, a multilevel MBN can solve the scaling law
problem observed in flat networks. However, MBNs
with too many levels are not easy to operate and suffer
from hardware limitations (e.g., each level requires an
additional radio). Thus, one generally opts for an MBN
with a few levels (say, two) and must decide the number
of BNs.

Fig. 1. Illustration of an ad hoc network with multilevel mobile

backbones.
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After the number of BNs is decided, the second issue
is how to deploy them. The main difficulties are mobility
and BN failures. Using a clustering scheme to elect the
BNs is a natural choice. Clustering has been widely used
to form logically hierarchical networks [3,35] and to
partition a large-scale network into small groups.
However, a drawback of current clustering schemes is
cluster instability, as indicated in many papers such as
[3]. Conventional clustering schemes work effectively
only in networks with very low mobility or no mobility
at all, such as the sensor networks. Instability of the
clusters and frequent changes of BNs introduce high
routing O/H and make the hierarchy difficult to operate.
In this paper, we will present a new clustering scheme to
achieve good stability.

Routing is the third critical issue: The main require-
ment is to utilize the wireless backbone links efficiently
and in a robust way. The main challenge of MBN
routing with respect to the general Internet routing
problem is mobility: address prefixes would need to be
continuously changed as nodes move! The ensuing
address management problem would be very complex
and would offset the hierarchy advantages.

In the following sections we will focus on addressing
each one of these issues and then we will present our
proposed schemes.

4. Optimal number of BNs

According to [16], per node throughput under optimal
conditions in an ad hoc network with N mobile nodes is
given as YðW=

ffiffiffiffiffi
N

p
Þ bits/s, where W is the channel

bandwidth and Y is the Knuth notation theta represent-
ing the order of complexity (i.e. f ðxÞ ¼ YðgðxÞ) means
that f ðxÞ ¼ OðgðxÞÞ and gðxÞ ¼ Oðf ðxÞÞ). This result
assumes a uniform traffic pattern, while in most
practical situations (and especially in large networks)
traffic pattern exhibits strong locality. Thus, the above
result is very conservative. Nevertheless, per node
throughput declines rapidly when the number of nodes
is increased, more so in wireless networks than in wired
networks [16]. Thus, for efficient throughput perfor-
mance, we should keep the number of mobile nodes
small enough (e.g., fewer than 100 nodes). However,
some important ad hoc applications (e.g., battlefield)
have several thousand of node. A possible solution is to
partition the mobile nodes into clusters. Each cluster
elects a cluster head to carry traffic across clusters. All
cluster members only communicate with other nodes
within the same cluster. Each local cluster now can be
considered as a small ad hoc network. Since the number
of nodes in a cluster is small, per node throughput can
be greatly improved. At a higher level, the cluster heads
are connected using long-range radios to form a higher-
level backbone network. This backbone network is

again an ad hoc network. Thus, per node throughput
decreases as the number of BNs increases. There is
clearly a tradeoff. To achieve good throughput in the
local clusters, we need to reduce cluster size. However,
small cluster size means large number of BNs, which
implies poor backbone throughput. The per node
throughput of local clusters and that of the backbone
network are interrelated and both depend on the
number of BNs. We must find the number of BNs that
optimizes total throughput.

Let N denote the total number of mobile nodes
(including BNs). In our analysis N is a constant. The
variable m denotes the number of BNs. These N nodes
are grouped into clusters around each BN. Under
optimal conditions, if the network is uniformly parti-
tioned, we can assume that the average number of nodes
in each cluster is N=m: Let W1 and W2 denote the radio
bandwidth of the local cluster and the backbone
network, respectively. Then per node Throughput Rate

of a local cluster is given by

Rlocal ¼ YðW1=
ffiffiffiffiffiffiffiffiffiffiffi
N=m

p
Þ: ð1Þ

Per node Throughput Rate of the backbone network is
then given by

Rbackbone ¼ YðW2=
ffiffiffiffi
m

p
Þ: ð2Þ

Since N is fixed, both Rlocal and Rbackbone are only
functions of m: We now investigate the traffic at a BN.
A BN has two interfaces, one for the local cluster and
one for the backbone network. Traffic across clusters is
switched at BN nodes from backbone interfaces to local
interfaces, or vice versa. The total traffic entering the
backbone network is bounded by m � Rbackbone: The
traffic switched from backbone network to the local
cluster at each node is given as ðm � RbackboneÞ=m ¼
Rbackbone: This portion of traffic must be smaller than the
achievable bandwidth of the BN in the local cluster.
Otherwise, congestion will occur at that BN. Thus, we
can write the following inequality:

RbackbonepRlocal: ð3Þ

Our goal is to obtain the optimal m ¼ M� under which
the BN achieves the maximum throughput while still
satisfying inequality (3). We plot the curves of both
Rlocal and Rbackbone in Fig. 2. The optimal number of
BNs, M� is equal to the value of m where the two curves
intersect.

The meaning of M� is that when moM�; the local
clusters are congested and part of the bandwidth of the
backbone network is wasted. While m4M�; the back-
bone network is congested.

Now, we calculate M� using the upper bound of
per node throughput. According to [16], the upper
bounds of Rlocal and Rbackbone are given asffiffiffiffiffiffiffiffi

8=p
p� �

ðW1=DÞ
ffiffiffiffiffiffiffiffiffiffiffi
N=m

p
and

ffiffiffiffiffiffiffiffi
8=p

p� �
ðW2=DÞ

ffiffiffiffi
m

p
; re-

spectively. Under m ¼ M�; they should be equal to
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each other and getffiffiffi
8

p

r
W1

D

ffiffiffiffiffiffiffiffi
N

M�

r
¼

ffiffiffi
8

p

r
W2

D

ffiffiffiffiffiffiffiffi
M�

p
: ð4Þ

Solving (4), we get M� as ðW2=W1Þ
ffiffiffiffiffi
N

p
: Note, above

derivation assumes uniform distribution of traffic. If a
traffic distribution other than uniform distribution is
given, it needs some minor modifications.

5. BN deployment and clustering

After identifying the optimal number of BNs as a
function of the number of nodes and channel band-
widths, the second critical issue is how to achieve an
optimal BN deployment. The simplest way is to pre-
assign BNs and scatter them uniformly across the field
at initialization. However, such a static deployment has
two main problems. First, the BNs are constantly
moving. Thus after some time, some BNs may
congregate in small geographical areas, creating con-
gestion; while other areas may be depleted of BNs
altogether. This certainly is not a good scenario. The
second concern is fault tolerance. BNs may fail or even
be destroyed (a likely event considering the emergency
applications envisioned for MANETs). New BNs
should be deployed to replace the defunct ones. Static
deployment cannot fulfill these requirements. Our
solution is to deploy some redundant backbone capable
nodes (i.e., nodes with long-range radios) and to
dynamically elect a proper subset to BNs. When one
BN is destroyed or moves out of a certain area, a new
BN will be selected from the backbone capable node
pool. If two BNs move near to each other, one of them
will give up its backbone role. The BN election is
completely distributed and dynamic. It must result in a
BN distribution that reflects the distribution of ordinary
nodes. A Distributed Clustering algorithm is the most
common approach to this problem [3,35]. In the next
section we introduce a clustering algorithm that achieves
these objectives.

5.1. Random competition-based clustering

Many clustering schemes have been proposed in the
literature [3,12,24,26]. Among them, the lowest ID
(LID) and highest degree (HD) algorithms are widely
used due to their simplicity. The details of the two
algorithms can be found in [12,26]. Previous research in
clustering mainly focused on how to form clusters with
good geographic properties such as minimum overlap of
clusters etc. However, stability is probably the most
critical property in applications involving mobility. This
is because clustering is often used to support hierarchical
routing. In particular, for the hierarchical structure, the
stability of the BNs is important, and it directly depends
on the stability of the clustering algorithm that elects
them.

Targeting stability, simplicity and light overhead, we
designed a new clustering scheme called random
competition-based clustering (RCC). The main idea is
that any node that does not belong to any cluster, can
initiate a cluster formation by broadcasting a packet to
claim itself as a cluster head. The first node, which
broadcasts such a packet, will be elected as the cluster
head by its neighbors. All the neighbors, after hearing
such a broadcast, give up their right to be a cluster head
and become members of this cluster. Cluster heads have
to periodically broadcast a ‘‘cluster head claim packet’’
(CHCP) to maintain their role. Since there is a delay
between CHCP broadcast and reception by neighbors,
several neighbor nodes may simultaneously broadcast
CHCPs. To reduce such concurrent broadcasts, we
introduce a random timer. Each node defers by a
random time before its cluster head claim. If it hears
another cluster head claim during this random time, it
gives up its broadcast. The idea of ‘‘first claim node
wins’’ was first proposed in the passive clustering scheme
in [11]. Due to the specific limitations imposed by
‘‘passive clustering’’ no timers were used in [11].
However, our scheme is ‘‘active clustering’’; so, we
introduce an explicit random timer to reduce conflicts.
Of course, the random timer reduces, but cannot
completely eliminate concurrent broadcasts. When a
concurrent broadcast is detected, node ID resolves the
conflict. The node with lower ID becomes the cluster
head.

Our RCC scheme is more stable than conventional
clustering schemes such as LID and HD. In the LID
scheme, when the cluster head hears a node with a lower
ID, it will give up its cluster head role. Similarly, in the
HD scheme, when a node with more neighbors appears,
the cluster will also be reformed. Due to node mobility,
such things may happen very frequently. In RCC, one
node gives up its cluster head position only when
another cluster head moves near to it. Since cluster
heads are usually at least two hops away, clusters
formed by RCC are much more stable. The low control

Fig. 2. Throughput as a function of number of BNs.
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overhead of our scheme is clear. In the LID and HD
clustering schemes, each node has to have complete
neighbor information. In our scheme, only the cluster
heads need to broadcast a small control packet
periodically. All other nodes just keep silent.

5.2. Multi-hop clustering

Usually clustering schemes are single hop based that is
the cluster head can reach all members in one hop. This
is not suitable for BN election. We want to control the
number of elected BNs and make it approximately equal
to the optimal number we derived in Section 4. To
achieve this, we extend clustering schemes to form K-
hop clusters. Here, K-hop means that a cluster head can
reach its members in at most K hops. By adjusting the
parameter K ; we can control the number of elected
cluster heads.

To extend our clustering scheme from single hop to
multi-hop clustering, each node stamps hop distance (to
its cluster head) in the CHCP and forwards it to its
neighbors. A mobile node will select the nearest cluster
head within its K-hop scope to be its cluster head. When
there is no cluster head within its K-hop scope, a BN
capable node (after deferring some random time) claims
itself as a cluster head. In multi-hop clustering, the
probability of concurrent cluster head claims is high due
to the higher latency for propagating CHCP K-hop
away. The random defer time plays an important role
here.

6. Simulation evaluation of the clustering algorithm

6.1. Simulation environment

We use GloMoSim [37], a packet level simulator
specifically designed for ad hoc networks, to evaluate
the proposed RCC algorithm. We first compare its
stability with that of the LID and HD algorithms. Then,
we study the relationship between the number of elected
BNs by RCC and the optimal number of BNs in theory.
We also vary the fraction of backbone capable nodes
among the total nodes to see its effect. Since we are
targeting large-scale networks, 1000 mobile nodes are
deployed. The field is a 3200m� 3200m square. Each
mobile node has an IEEE 802.11b wireless radio with
transmission range of 175m. The DCF mode of IEEE
802.11 MAC is used and channel bandwidth is set to
2Mbps. Node mobility model is random waypoint
mobility [20]. Simulation time of each run is 6min.

The stability of clusters includes two parts, stability of
cluster head and stability of cluster members. We define
two metrics, average lifetime of a cluster head and
average membership time of a cluster member. The
average lifetime of a cluster head is defined as the

average time period during which one node plays the
role as a cluster head uninterrupted. The average
membership time is the average time that one mobile
node remains in a cluster. These two metrics fully reflect
the stability of clusters. In an MBN, average lifetime of
a cluster head is exactly the average lifetime of a BN. In
our simulations, we only implement the basic clustering
scheme without considering the ‘‘gateway’’ node selec-
tion feature as in [12,26], etc.

6.2. Stability of clusters

Usually, clustering is performed to form single hop
clusters. Thus, here we first compare the stability of
single-hop clusters. Simulation results are given in
Figs. 3 and 4.

From Figs. 3 and 4, we can see that our clustering
algorithm is more stable than the LID and HD
algorithms under both low mobility and high mobility.
Stability of the HD algorithm is the worst. This is due to
the fact that the degree of one node is changing very
frequently under mobility. In our experiments, we have
assumed that every node has capability to be a cluster
head. In reality, only a small fraction (e.g., 10–25%) of

Fig. 3. Average lifetime of cluster heads.

Fig. 4. Average membership time of cluster members.
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the total mobile nodes are backbone capable. Thus, we
expect clusters to be more stable as an established cluster
head has fewer challengers.

6.3. Multi-hop BN election and optimal number of BNs

In this experiment, we show how the number of BNs
elected by RCC can be made to closely approximate the
optimal number predicted by theory. To this end, we
run RCC with different values of scope K and monitor
the number of elected BNs. We repeat this experiment
for different fractions of backbone capable nodes. The
total number of mobile nodes is 1000. Recall, that the
optimal number of BNs M� is given as ðW2=W1Þ

ffiffiffiffiffi
N

p
:

Usually we have W2XW1: Thus for ðW2=W1Þ ¼ 1 and
ðW2=W1Þ ¼ 2 M� takes the values 32 and 63, respec-
tively, as shown in Fig. 5.

The X -axis in Fig. 5 is the scope K in terms of number
of hops and the Y -axis is the number of elected BNs for
different fractions of backbone capable nodes. The two
horizontal lines represent the optimal number of BNs
when W2=W1 is equal to 1 and 2, respectively. By
adjusting the scope K of backbone election, we can
control the number of elected BNs to achieve the
optimal value. As the scope increases, the number of
elected BNs decreases as expected. In the sequel, we wish
to establish an approximate estimate of the number of
BNs elected by the clustering algorithm as a function of
the scope K : Based on the systems’ characteristics (1000
nodes on a 3.2 km� 3.2 km square) and assuming for
simplicity that nodes are placed on a grid, where each
node has exactly 100m distance to the neighbors in the
grid, one easily finds the following upper bound on the
average number of BNs as a function of scope K ; as
shown in Table 1.

To understand the above results, note first that the
‘‘upper bound’’ on number of BNs is obtained by
seeking the ‘‘lower bound’’ on the cluster size. The
smallest cluster occurs when the distance between two
cluster heads is K þ 1: Then, a cluster with scope K

includes all the members at hop distance pðK þ 1Þ=2:
Finally, the number of backbone nodes BN is given by
BN=1000/cluster size. The number of BNs we get with
this model is an upper bound on the real number, since
our clusters are smaller than the actual average. The
RCC algorithm with 100% BN capable nodes (see no. of
BN elected by RCC in Table 1) comes very close to the
analytic estimate developed above. Thus, when
ðW2=W1Þ ¼ 2 and density is approximately 3–6 neigh-
bors, the optimal scope K is around 2. If W1 is equal to
W2; the scope should be K ¼ 4: When the node density
is changed, corresponding optimal scope K can be found
in the same way.

The fraction of BN capable nodes also affects the
results, especially if the scope is small. With large scope,
however, there is almost no difference. This is expected
since when the scope is large, clusters are large, and
there is a very good chance that a backbone capable
node can be found in a large cluster, no matter how
small the backbone capable fraction is. These results
give us guidelines for deploying backbone capable
nodes. For example, a 25% fraction seems to be more
than adequate to support any scope larger than K ¼ 1:
Even smaller fractions will be adequate for larger
scopes. This validates our argument that the proposed
hierarchical structure is practical and does not require
extensive node retrofitting. Only a small fraction of
nodes needs a hardware upgrade.

7. Ad hoc routing with mobile backbones

Once elected, the BNs establish connections among
each other using the long-range radios. The next issue is
routing. The routing scheme in the MBN has some
requirements: it must be able to exploit the high-level
backbone links, enhancing throughput and delay with
respect to scheme without a backbone. It must do so
without compromising (in fact, possibly enhancing)
scalability and fault tolerance. In fact, considering the
emergency recovery, unfriendly or even hostile environ-
ments where ad hoc networks are deployed, the BNs can
very possibly become disabled or may fail to operate.
Maintaining connectivity in the face of BN failures is a
strong requirement. Thus, the addressing and routing
scheme cannot be totally ‘‘dependent’’ on the health of
the backbone. For this reason, a cellular network like
addressing and routing scheme will not work here. In a

Fig. 5. Number of elected BNs as a function of scope K and the

fraction of backbone capable nodes.

Table 1

Upper bound on average number of BNs as a function of scope K

K (no. of hops) 1 2 3 4 5 6

Cluster Size (lower bound) 5 9 13 25 49 65

No. of BNs (upper bound) 200 111 76 40 20 15

No. of BNs elected by RCC 199 80 47 33 18 14
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cellular network, the Home Location Register/Visiting
Location Register (HLR/VLR) scheme will properly
route the call request packet to the area where the
roaming user has now registered. This requires that the
Home Location of the user is up, and has a pointer to
the Visited Location. In our MBN where BNs disappear
and come up frequently, there is no reliable Home
Location for any mobile. Redundant, robust Name
Server schemes have been recently proposed [36], but
they are not appropriate for our application, as their
complexity would offset the advantages reaped by the
hierarchical routing. To meet the challenges of our
extremely volatile environment, we extend the LAN-
MAR [10,30] to operate in the MBN. We call this
solution hierarchical LANMAR routing (H-LAN-
MAR). The details of H-LANMAR are presented in
the following subsections.

7.1. LANMAR overview

LANMAR [10,30] is an efficient routing protocol
designed for ad hoc networks that exhibit group
mobility. Namely, one can identify logical subnets in
which the members have a commonality of interests and
are likely to move as a ‘‘group’’. The logical grouping is
reflected in the address used within the ad hoc network,
namely the two field address /Group ID, Host IDS.
One may notice a similarity between the group address
and the IP address. In the group address the ‘‘network
ID’’ is replaced by the ‘‘group ID.’’ The Internet uses
network IDs to drive the packet to its final destination.
In the Internet, the networks have a temporal and
geographical permanency. In a mobile ad hoc system,
there are no permanent, geographically meaningful
subnetworks. There are, instead, groups of nodes
moving together. It is thus natural to exploit these
temporally persistent groups to support the type of
hierarchical routing used in the Internet. The Internet
uses Link State or Distance Vector routing schemes.
Instead, LANMAR uses the notion of landmarks to
keep track of such logical groups. It uses an approach
similar to the landmark hierarchical routing proposed in
[38] for wired networks. Each logical group has one
node serving as a ‘‘landmark’’. The landmark node is
dynamically elected. The routes to landmarks are
propagated throughout the network using a distance
vector mechanism (in this study, we assume DSDV). In
addition to landmark distance vector propagation,
LANMAR relies also on a local, myopic routing
algorithm (in this paper, we use Fisheye state routing
(FSR) [29], with limited scope; but, any other proactive
routing scheme could work, for example, OLSR [19],
TBRBF [5], DSDV [32] etc). Within the Fisheye scope,
LANMAR thus runs link state routing. For nodes
outside of the Fisheye scope, only landmark distance
vectors are broadcast. In local FSR routing, each node

periodically exchanges in-scope topology information
with its immediate neighbors. Updates carry the
sequence numbers assigned by the sources. To the
Fisheye update, the source also piggybacks a distance
vector of all landmarks. Thus, in LANMAR each node
has detailed topology information about nodes within
its scope and has a distance and routing vector to all
landmarks.

When a node needs to relay a packet to a destination
that is within its Fisheye scope, it uses accurate routing
information available from the Fisheye routing tables.
The packet will be forwarded directly. Otherwise, the
packet will be routed towards the landmark correspond-
ing to the destination’s logical subnet, carried in the
packet header. When the packet arrives within the scope
of the destination, it is routed to it directly (possibly
without going through the landmark).

LANMAR reduces the control overhead largely
through the truncation (i.e., scoping) of local routing
tables and the ‘‘summarization’’ of routing information
to remote groups of nodes. The above features reduce
line and processing O/H and thus greatly improve
routing scalability to large, mobile ad hoc networks. As
a final note, we must stress that the LANMAR
addressing and routing scheme has significance only
within the ad hoc network (e.g., battlefield). Each node
has also an IP address, which is distinct from the
LANMAR address. Moreover, Mobile IP can be used
to route packets from remote Hosts (in the internet) to
the mobile user that happens to roam in an ad hoc
network. If IPv6 is used, the LANMAR address can be
stored in the local subnet address field. This way, the
same IPv6 address can be used within the ad hoc
network, and across wired and ad hoc networks [4].

7.2. Hierarchical landmark ad hoc routing

LANMAR can be well integrated into the MBN by
virtue of the fact that it is itself logically hierarchical.
Routing information to remote nodes is summarized by
landmarks. Now, we will extend such a logical
hierarchical structure to utilize the physical hierarchy.
In the original LANMAR scheme, we route the packet
towards the corresponding remote landmark along a
long multi-hop path. In the hierarchical MBN, we can
route the packet to the nearest BN, which then forwards
it through a chain of MBN links to a remote BN near
the remote landmark. Finally, the remote BN sends the
packet to the remote landmark or directly to the
destination if it is within its scope. This will greatly
reduce the number of hops. The procedure is illustrated
in Fig. 6. We can see that by utilizing the backbone
links, the 8-hop path is reduced to be 4 hops long, a
great improvement!

We extend the LANMAR routing protocol so that it
can take the ‘‘short cut’’ described above. First, all
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mobile nodes, including ordinary nodes and BNs, are
running the original LANMAR routing via the short-
range radios. This is the foundation for falling back to
‘‘flat’’ multi-hop routing if BNs fail. Second, a BN will
broadcast the landmark distance vectors to neighbor
BNs via the backbone links. The neighbor BNs will treat
this packet as a normal landmark update packet. Since
the higher-level paths are usually shorter, they will win
over (and thus replace) the long multi-hop path in the
level 1 network. From landmark updates the ordinary
nodes thus learn the best path to the remote landmarks,
including the paths that utilize the backbone links.

One important feature of our routing scheme is
reliability and fault tolerance. The ordinary nodes are
prevented from knowing the backbone links explicitly.
The backbone links are indirectly learned via BN
routing broadcasts. Now, suppose a BN of one group
is destroyed by enemies, the shorter paths via this BN
will expire. Then new landmark information broad-
casted from other nodes will replace the expired
information. Thus, in the worst case, routing in this
group goes back to original landmark routing while
other groups with BNs can still benefit from backbone
links among themselves. When all backbone capable
nodes are disabled, the whole network becomes a ‘‘flat’’
ad hoc network running the original level 1 LANMAR
routing, which can still provide connectivity, yet at
lower performance.

8. Performance evaluation

In this section, we present simulation results to
compare the H-LANMAR in the MBN with the original
LANMAR routing and AODV routing [33] in a ‘‘flat’’
ad hoc network. The purpose of these experiments is to
show that how H-LANMAR running on top of MBN
can improve the network performance effectively. Same
network scenario as in previous experiments is used
and channel bandwidths of the ‘‘short-range’’ and
‘‘long-range’’ radios are set to 2 and 4Mbps (e.g.,

W2=W1 ¼ 2), respectively. The scope of backbone
election is fixed to be two, as under which number of
elected BNs is approximate to the optimal value. To
generate traffic 30 randomly selected CBR pairs are
used. We increase the node mobility from 0 to 10m/s to
compare the performance. Results are given from
Figs. 7–10.

In Fig. 7, the delivery fraction of H-LANMAR
clearly outperforms ‘‘flat’’ LANMAR and AODV as

Fig. 6. Illustration of H-LANMAR routing in an MBN.
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mobility increases. Without mobility, all three protocols
have delivery fraction nearly equal to 1. This is due to
the fact that in a stationary network the routing
information in the node routing table is always accurate.
Only few packets are dropped on the way to destina-
tions. Note that the CBR traffic load was chosen so as
not to saturate the network. However, when the nodes
are moving, routing information tends to become
obsolete very rapidly. By utilizing the backbone links,
H-LANMAR can propagate new routing information
very quickly and efficiently and keep the routing table
more up-to-date than the other schemes. This is the way
H-LANMAR can achieve a high delivery fraction in
high mobility while the other two degrade quickly.
Similar results, this time in terms of network through-
put, are reported in Fig. 8.

Fig. 9 shows average delay as a function of mobility
speed. The average end-to-end delay of AODV increases
rapidly with mobility speed. This is due to the on-
demand routing maintenance feature of AODV. With
increased mobility speed, path interruptions and expira-
tions are more frequent. AODV delays packets in
intermediate queues as it searches for new paths. In
contrast, LANMAR and H-LANMAR are proactive
and thus the average delay (of the packets that actually
get delivered to destination) is not significantly affected
by mobility speed. H-LANMAR further reduces the
delay by using backbone links.

Fig. 10 gives the normalized routing overhead (NRO)
of the three protocols. The NRO is defined as the
number of routing packets used in order to route one
data packet successfully. In low mobility or no mobility,
the routing overhead of AODV is much smaller than
LANMAR and H-LANMAR. In fact, AODV recom-
putes a route only when it expires because of lack of user
traffic. Thus, its NRO is very small. However, with
increasing mobility, the frequent link breaks and path
expirations cause the overhead of AODV to increase
sharply. As a result, the NRO increases very quickly.
This is an indication that AODV has a scalability

problem in large-scale, mobile ad hoc networks.
Compared with AODV, the overhead of LANMAR
and H-LANMAR is only minimally affected by
mobility.

9. Related work

The use of clustering to self-organize the ad hoc
network into some kind of hierarchy has been well
studied in the past and several algorithms have appeared
in the literature [12,24,26,28,31]. The clustering archi-
tecture can be recognized as a ‘‘logically hierarchical’’
structure. By utilizing the cluster information in routing
schemes, the size of the routing tables and correspond-
ingly routing control overhead is reduced. However, the
‘‘logical hierarchy’’ based routing protocols cannot
completely solve the performance bottlenecks since they
still face the challenges of space concurrency (between
local and backbone transmissions), and of ‘‘long hop’’
paths and large end-to-end delays.

Some ad hoc network research results exploiting
physical hierarchies have also been reported in the
literature. In [34], a hierarchical structure for HDNet is
presented. However, only the characteristics and quali-
tative advantages of the hierarchical structure are
discussed. No detailed scheme for hierarchical routing
is presented and evaluated. There are two schemes
describing a physically hierarchical network and addres-
sing routing in such a hierarchical structure. One is the
UAV-based hierarchical structure with Extended Hier-
archical State Routing (EHSR) in [13,14]. Another is the
extension of on-demand routing schemes in physically
hierarchical networks presented in [22]. We will discuss
them in detail next.

9.1. Extended hierarchical state routing

EHSR [13,14] is an extension of hierarchical state
routing (HSR) [31]. Like HSR, EHSR is a hierarchical
‘‘link state’’ routing protocol. Nodes are clustered into
groups. The cluster heads at the lower level will become
the members of the next higher level. Each node has a
hierarchical ID (HID), which is defined as the sequence
of the MAC addresses of the nodes on the path from the
top hierarchy to the node itself. In terms of the
hierarchical structure we described in this paper, EHSR
has three levels, UAV network, backbone network and
the ground ad hoc network. The HID of one node
contains three parts, the UAV address, BN address and
the address of the node itself. This HID is also a routing
ID in that it completely defines the path within the
hierarchy. The concept is similar to the prefix routing
concept used in the Internet.

As a difference from the Internet, however, the nodes
may move from one cluster to another. Thus the HID of
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a node needs to be dynamically updated. All other nodes
must also be informed of such a change. To do so, a
registration scheme similar to Mobile IP is used.
Namely, each node has a permanent logical address
and a home agent (HA) at which it registers its current
HID. UAVs are ideal HAs for nodes within their areas.
In order to form clusters, each BN broadcasts a beacon
periodically. After hearing the beacon, a node can
determine which cluster head it is closest to. Then, it can
join that cluster. If the new cluster is different from the
old cluster, the node updates its HID at the HA.

EHSR routing comes very naturally to the hierarch-
ical network environment since it fully utilizes the
higher-level links. However, it is fully dependent on the
hierarchical structure and has several limitations, which
can impact its performance. First, all traffic goes
through BNs, even for communications between mem-
bers of the same cluster. This will cause contention and
congestion at the BNs. Secondly, strict EHSR routing
requires that each node reach the BN in one hop. In
other words, each group is actually a single hop cluster.
This generates small size clusters. As a result, mobile
nodes may frequently change clusters and trigger
changes of HIDs. Third, the hierarchical nodes are
vulnerable to attacks. Since the BNs must process all the
local traffic, the destruction of a BN will break down the
entire cluster. No packet forwarding can be done until a
new cluster head is elected. This is in contrast with the
automatic rerouting in H-LANMAR when a BN fails.
HAs in EHSR are also critical points of failures. One
can verify that most of the limitations of EHSR are
solved by the HLANMAR scheme.

9.2. Extension of on-demand routing to hierarchical ad

hoc networks

In [22], the traditional on-demand routing schemes
are extended to operate on a physically hierarchical
network. Nodes are divided into two types. One is Mini-
mobile host (Mini-MH) with small transmit capacity
and fast mobility speed. Another is Super-mobile host
(Super-MH) with large transmit capacity and slow
mobility speed. The Super-MH is similar to the BN in
our architecture. However, the Super-MHs are con-
nected via satellite links. Comparing with [22], our
proposed scheme uses a multi-hop-based clustering
algorithm to elect the BNs, which guarantees even
distribution of BNs. Further, we also discussed the
optimal number of BNs, thus presenting an optimal
hierarchical structure. In [22] the BNs are pre-selected
and the backbone topology selection is straightforward
because of the use of the satellite links.

The routing scheme presented in [22] is basically on-
demand routing. The route discovery procedure is
divided into two parts. The Mini-MH first issues an
Initial Route Discovery (IRD) packet to find a path to

the nearest Super-MH. Then the Super-MH will take the
responsibility to look for a route to the destination node
by broadcasting a Remote Route Discovery (RRD)
packet. The source nodes begin to send out the data
packet just after discovering the presence of a nearby
Super-MH. The routing scheme in [22] does provide
reliability and fault tolerance. In the worst case, the
whole network can turn into a ‘‘flat’’ ad hoc network
running a traditional on-demand routing protocol.
However, it still faces the same problems of on-demand
routing schemes, such as excessive control overhead
caused by broadcast-based route recovery and the long
end-to-end delay caused by route discovery while the
network is in large scale. Compared with it, H-
LANMAR inherits advantages from LANMAR over
on-demand routing protocols in ‘‘flat’’ ad hoc network.
For example, hierarchical on-demand routing extension
still delays data packets for path discovery, while H-
LANMAR can provide a route immediately when a
data session begins.

10. Conclusion

In this paper, we presented schemes to establish and
operate a ‘‘physical’’ multilevel hierarchical ad hoc
network with MBNs. The optimal numbers of BNs at
each layer are derived through theoretical analysis. A
stable multi-hop clustering scheme is also proposed to
elect required BNs and organize the hierarchical net-
work. For efficient routing in such a hierarchical
structure, we proposed to use an extension of the
LANMAR routing scheme. The LANMAR routing
solution is the key to the feasibility and efficiency of the
hierarchical structure. It is robust to mobility and yet
reaps the benefits of the hierarchy. For example,
backbone links are automatically selected by the routing
scheme if they can reduce hop distance to remote
destinations. Fault tolerance and system reliability of
the proposed scheme have also been discussed. In
essence, the proposed scheme combines the benefits of
‘‘flat’’ LANMAR routing and those of a physical
network hierarchy. Simulation results using the Parsec/
GloMoSim platform show that the proposed scheme
significantly improves the performance of non-hierarch-
ical schemes and that it is robust to failures.
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