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Abstract—In ad hoc, multihop wireless networks the routing pro-
tocol is key to efficient operation. The design of an ad hoc routing
protocol is extremely challenging because of mobility, limited power,
unpredictable radio channel behavior and constrained bandwidth.
As the network grows large, two additional challenges must be faced:
increasing node density, and large number of nodes. High density
(i.e., a large number of neighbors within radio range) leads to ”su-
perfluous” forwarding of broadcast control messages. Large network
size leads to large routing tables and high control traffic O/H. The
two aspects are related and they both undermine the scalability of
routing protocols. In this paper, we address scalability for a specific
class of routing protocols, namely, proactive link state routing proto-
cols. Link state protocols are desirable in many applications because
of low access delay, ability to include QoS criteria in path selection,
support of alternate routes, etc. Yet, these protocols are most affected
by density and large scale. In the paper, we propose two techniques
to overcome density and large scale, namely Passive Clustering and
Landmark Routing. We compare via simulation our proposed solu-
tions to other existing scalable schemes.

I. I NTRODUCTION

Mobile Ad Hoc Networks (MANETs) are an emerging tech-
nology that allows to establish instant communication infrastruc-
tures for civilian and military applications. Target applications
range from collaborative, distributed mobile computing (sensors,
conferences, conventions) to disaster recovery (such as fire, flood,
earthquake), law enforcement (crowd control, search and rescue)
and tactical communications (digital battlefields). An ad hoc net-
work is self-organizing and communicates mostly through multi
hop wireless links. Mobility of network members, limited re-
sources (e.g., bandwidth and energy supply) and potentially large
number of mobile nodes make routing in ad hoc networks ex-
tremely challenging.

A considerable body of literature has addressed research on
routing in mobile ad hoc networks including a new generation
of On Demand ad hoc routing schemes and efficient proactive
routing protocols. The on demand routing schemes (including
AODV [1], DSR [2], TORA [3] and ABR [4], etc.) compute
routes only when needed, without incurring the O/H if there is
no data traffic. Small Query/Reply packets are used to discover
(possible more than one) route to a given destination. Proac-
tive routing schemes, such as traditional link state and distance
vector routing (e.g., OSPF, RIP) compute global routes in the
background using routing information updated through periodi-
cal or triggered exchanges. The benefits of proactive routing in-
clude low latency route access, alternate path support and abil-
ity to proactively monitor the quality of the (alternate) paths for
effective call acceptance control. These properties make proac-
tive schemes (in particular, Link State (LS)) desirable for applica-
tions, that include real time communications and QoS guarantees.
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Many efficient proactive routing protocols have been proposed
in MANETs (DSDV[10], STAR[11], TBRPF[12], PTSP[13],
WRP[14], OLSR[15], FSR [5] and LANMAR[9]).

In this paper we study approaches to scalability of proactive
routing, and more specifically address link state routing schemes.
Both On Demand and proactive protocols suffer from limited scal-
ability. But, proactive schemes are most affected by large scale be-
cause of the requirement to maintain routing tables (which grow
linearly with network size) and to periodically propagate routing
update messages throughout the entire network. Thus, a remedy
is most urgently needed for them.

In this paper, we address the scalability issue in two directions.
The first direction involves ”dense” ad hoc networks, where a
node is within radio range of a large number of neighbors. In
this case, when a node issues a control packet that must be broad-
cast to the entire network via ”flooding” (e.g., link state update
message), all the neighbors will receive and in turn forward the
message. This forwarding is often ”superfluous” in that only a
few (say, four to six) neighbors are strictly required to forward the
message so that the rest of the network receives it. Yet, superflu-
ous forwarding can cause intolerable traffic O/H in the network
and must thus be curbed. The other direction concerns large scale
networks with a very large number of nodes geographically dis-
tributed over a large terrain. Large network size leads to large
routing tables and high control traffic O/H. Large tables have im-
plications in node storage and processing O/H. And traffic O/H
reduces the usable network capacity. The two aspects - density
and large scale - are actually related through power control. By in-
creasing node transmit power, we can reduce the number of hops
to destinations and thus reduce the ”scale” factor of the network
(at least in terms of hops); but we increase this way the network
density. On the other hand, we may reduce power to the minimum
acceptable to maintain the network connected. We would improve
frequency reuse this way. But, we may end up violating the end
to end delays of some applications. There are clearly complex,
application dependent tradeoffs that influence the choice of power
level in an ad hoc network. It is safe to say, however, that the node
density or large scale problems cannot be solved by simply adjust-
ing transmission power. Systematic approaches that are integrated
with the routing algorithm must be sought.

In this paper, we propose Passive Clustering [17] to deal with
node density. The clustering structure designates a subset of nodes
(cluster heads and gateways) as forward routers, thus reducing
broadcast flood control overhead. The advantage of using passive
(instead of active) clustering is that the physical cluster structure
can be built without extra control messages and it guarantees no
isolated partitions of the network.

To overcome the O/H caused by large network size, we pro-
pose to use Landmark Ad Hoc Routing (LANMAR) [8], [9].
LANMAR was shown to be relatively immune from the scaling
problems that plague most proactive schemes, i.e., performance
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degradation due to excessive routing update overhead and poor
route convergence due to mobility. LANMAR relies on a local
scope routing protocol for local route computation and mainte-
nance. The original LANMAR proposal was based on Fisheye
State Routing (FSR) [5]. We extend LANMAR to inter work with
a variety of local scope routing protocols, thus making it a general
candidate for scalability of a number of current MANET routing
proposals. While the main applications discussed in the paper are
based on proactive link state scheme, the results are applicable
also to Distance Vector (DV) schemes (a few examples are given
in the paper) as well as to On Demand schemes. In fact, On De-
mand schemes rely very critically on broadcast flooding (of query
packets) and can thus benefit from O/H reduction in this camp.

The rest of the paper is organized as follows. Section II gives
a brief overview of several proactive routing protocols. Section
III addresses the dense network problem and gives an overview
of Passive Clustering and the way it is used to assist routing
protocols. Section IV addresses large scale networks and gives
an overview of Landmark Ad Hoc Routing and its integration
with FSR, DSDV and OLSR for in-scope routing. Section V
presents simulation results evaluating and comparing the proposed
schemes. Section VI concludes the paper.

II. B RIEF OVERVIEW OF ROUTING ALGORITHMS

In this section, we present a brief review of key proactive rout-
ing protocols proposed for MANETs. The protocols are either
DV type or LS type of routing. The main advantages of the DV
approach are small size of routing updates, simplicity and com-
putation efficiency. However the DV scheme suffers from slow
convergence and tendency of creating routing loops. In LS al-
gorithms, global network topology information is maintained in
all routers. Convergence to a new topology is faster than the DV
scheme and preventing loops is easier due to the global topol-
ogy knowledge. Unfortunately, excessive control overhead may
be generated by link state dissemination, especially when high
mobility triggers frequent updates.

The protocols reviewed here including DSDV, FSR, OLSR and
LANMAR, which have been proposed for wireless mobile net-
works to address the looping problem of DV protocols or to re-
duce the control overhead of LS updates.

A. Destination-Sequenced Distance Vector (DSDV)

Destination-Sequenced Distance Vector (DSDV) [10] is a dis-
tance vector type routing scheme using Distributed Bellman-Ford
algorithm. The destination sequenced sequence numbers are used
to prevent the forming of routing loops. The updates generated
by a node (the ”destination”) are sequentially numbered. Upon
receiving an update (for a given destination), a node will accept
it only if it contains a sequence number larger than the previously
received updates. The control overhead generated by DVDS is
generally lower than link state type protocols because it exchanges
smaller distance vectors than link state updates. The DSDV proto-
col uses both periodic and triggered routing updates to keep rout-
ing information fresh at mobile nodes. In a mobile environment,
triggered updates may generate very high routing overhead.

B. Fisheye State Routing (FSR)

Fisheye State Routing (FSR) [5], [6] is a link state type rout-
ing protocol. A node stores LS entries for every destination in the
network. It periodically broadcasts the LS update relative to a des-
tination to its neighbors with a frequency that depends on the hop

distance (ie, scope) to that destination. LS updates correspond-
ing to far away destinations are propagated with lower frequency
than those for close by destinations. As a result, reduced routing
packet size leads to reduction in update overhead. The accuracy
of a route is achieved progressively as the data packet approaches
its destination where a higher refresh rate is used.

C. Optimized Link State Routing Protocol (OLSR)
Optimized Link State Routing Protocol (OLSR) [15] is a link

state routing protocol. The protocol uses multi-point relays
(MPRs)[16] to reduce the number of ”superfluous” broadcast
packet retransmissions and also to reduce the size of the LS update
packets. A node, say node A, periodically broadcasts HELLO
messages to all immediate neighbors to exchange neighborhood
information (i.e., list of neighbors) and to compute the Multi-
Point Relay set (MPR). From neighbor lists, node A figures out
the nodes that are two hops away and computes the minimum set
of one hop relay points required to reach the two-hop neighbors.
Such set is the MPR set. The optimum (minimum size) MPR
computation is NP complete. Efficient heuristics are used. By
construction, only the relay nodes need to forward the LS updates
in order to guarantee dissemination in the entire network. In a
further effort to reduce routing O/H, the LS update of node A is
also reduced in sizes as it includes only the neighbors that select
node A as one of their MPR nodes. This leads to a reduced LS
packet size and traffic O/H. The LS update size reduction, how-
ever, comes at the cost of reduced topology accuracy. In particular,
only ”long” links tend to be advertised. For example, if A has a di-
rect link to C, and A can also reach C via a close by node B, then
node A will not be aware of the (short) connection existing be-
tween neighbors B and C and cannot exploit it in case of primary
link (AC) failures. When the network is sparse, every neighbor of
a node becomes a multi-point relay. The OLSR then reduces to a
pure link state protocol.

D. Landmark Ad Hoc Routing (LANMAR)
The Landmark Ad Hoc Routing Protocol (LANMAR) [8], [9]

was designed for ad hoc network that exhibit group mobility.
Namely, one can identify logical subnets in which the members
have a commonality of interests and are likely to move as a
”group” (e.g., a team of co-workers at a convention, a brigade
or tank battalion in the battlefield). Within each such group, a
landmark is elected distributedly. LANMAR uses the notion of
landmarks to keep track of such logical groups. A global distance
vector (landmark distance vector (LMDV)) mechanism is devised
to propagate the direction to all the landmarks in the entire net-
work. LANMAR works in symbiosis with a local scope routing
scheme. Let us say, the local scope scheme of FSR. FSR main-
tains detailed routing information for nodes within a given scope
D (i.e., FSR updates propagate only up to hop distance D). When
a node needs to relay a packet to a destination within its Fisheye
scope, it uses the Fisheye routing tables directly. Otherwise, the
packet will be routed towards the landmark corresponding to the
destination’s logical subnet, which is read from the logical address
carried in the packet header. When the packet arrives within the
scope of the destination, it is routed using local tables (that contain
the destination explicit address), possibly, without going through
the landmark.

III. D ENSENETWORKS AND PASSIVE CLUSTERING

Passive Clustering (PC) is a cluster formation protocol [17].
The goal of a clustering protocol in general is to partition the net-
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work into clusters such that a Clusterhead is elected in each clus-
ter; each cluster member is within radio reach of the Clusterhead
and two Clusterheads cannot hear each other. Nodes being mem-
bers of two or more clusters are called Gateways, as they serve as
conduits between clusters. Passive Clustering differs from tradi-
tional clustering schemes in that it does not use dedicated, proto-
col specific control packets or signals. Instead, it opportunistically
exploits the neighborhood information carried in the MAC layer
header of data/routing packets. Only two extra bits in the MAC
header are required to carry a node’s cluster state and to support
the clustering protocol. The cluster infrastructure is ”soft state”
and can be constructed as a by-product of any kind of packet ex-
change. Thus, after nodes start exchanging routing information,
the clusterheads (CHs) and gateways (GWs) are established and
form a covering set of the entire network. Moreover, the Passive
Clustering protocol can dynamically reconfigure clusters in the
face of mobility and topology changes.

Only gateways and cluster heads act as broadcast forwarders,
i.e., participate in the propagation of routing control/update mes-
sages. In a dense network, this dramatically reduces the broadcast
O/H. Passive Clustering guarantees that if the original topology
was connected, the clustered topology consisting only of cluster-
heads and gateways is also connected [17]. Thus, the propagation
of broadcast messages on the clustered topology guarantees dis-
semination to the entire network.

Passive Clustering was initially designed for on-demand proto-
cols to reduce the flood-search overhead. As it can construct clus-
ter infrastructure without extra control packets, we have chosen it
to further reduce transmission overhead for proactive routing. In
fact, as proactive protocols frequently broadcast routing updates,
the clustering structure can be easily built up as a byproduct.

In routing protocols like FSR and LANMAR, only CHs and
GWs participate in routing updates transmissions. In fact, a vari-
ant of FSR (FSR+PC) uses CHs and GWs for propagation. More-
over, nodes that are not CHs and GWs (Ordinary nodes) only
broadcast HELLO messages to announce themselves to neighbor-
ing CHs and GWs. In LANMAR, the LMDV updates are also
propagated only by CHs and GWs. Note however that the paths
on the clustered infrastructure are not necessarily min-hop paths.
This is irrelevant for broadcast flooding (where the main concern
is O/H reduction). In Distance Vector protocols such as LMDV
the path saved in the routing table is the min-hop dissemination
path. Thus, a slight degradation in hop length can be expected
when updates are disseminated on the clustered infrastructure.

It is interesting at this point to compare the Passive Clustering
approach with the OLSR approach to high nodal density. There
is similarity in the two schemes. One advantage of the MPR re-
duction scheme used by OLSR is that it tends to find shorter (i.e.,
lower hop) paths because of the two-hop optimization. One draw-
back is the amount of traffic O/H (neighbor list) and processing
required for such computation. Thus, the MPR computation la-
tency would not be suitable for on demand routing support (which
is not our goal here anyway). However, the traffic O/H does im-
pact the efficiency in proactive routing protocols. One additional
improvement introduced by OLSR is the LS update reduction to
reflect only the MPR set. As we commented earlier, such reduc-
tion leads however to a loss of accuracy in connectivity among
nodes 2-hops away and beyond. A similar reduction could eas-
ily be carried out also with passive clustering. Namely, the LS
reflects only the links between an arbitrary node and the gate-
ways/clusterheads. Naturally, in this case as in the OLSR case,
the information about ”short” links would be lost. At this time,
we have not yet pursued this Link State reduction with FSR.

IV. L ARGE NETWORKS ANDLANDMARK AGGREGATED
ROUTING

LANMAR combined with a local routing algorithm reduces
both routing table size and control overhead effectively through
the truncated local routing table and the ”summarized” routing in-
formation for remote groups of nodes. It thus greatly improves
routing scalability to large, mobile ad hoc networks. The two
routing components reveal different control overhead behaviors
as a function of network size and density. The LMDV table only
keeps a vector of the landmark nodes. The size of LMDV, i.e.,
the number of groups, depends on the average number of nodes
in a group (denotedn′). If N is the total number of nodes in the
network, the number of groups isN/n′ and the size isO(N/n′).
For battlefield applications, where group sizes are in the order of
hundreds, the LMDV size grows slowly.

The local in-scope routing component FSR is more prone to the
increase of network size, particularly, the growth within the scope.
That is, when node density increases, the in-scope entries also in-
crease despite of hop limitation. For instance, the size of the FSR
topology table is in the order ofO(nm), wheren is the number of
nodes in the scope andm is the average number of neighbors per
node. Thus, table size grows more than linearly with density due
to the increase of bothn andm. The shared channel is then oc-
cupied mostly by the routing packets and collisions are increased.
LANMAR with FSR (LANMAR-FSR) will thus perform poorly
in high node density.

LANMAR can adopt many proactive routing protocols for in-
scope routing. In the sequel we discuss the integration of DSDV
and OLSR as in-scope routing algorithm respectively in an at-
tempt to alleviate the overhead of local routing when density is
high, while at the same time improving the large network scala-
bility of such protocols.

A. LANMAR on Top of DSDV

DSDV has the advantage of much smaller size of routing en-
try for each destination than LS protocols. The modified DSDV
control packets include only the destinations within the local
scope and are exchanged periodically (no triggered updates). The
destination-sequenced sequence numbers prevent loops. The in-
scope use of the protocol renders less critical the problems of slow
convergence and routing inaccuracy that plague traditional DV
protocol applications. When in-scope nodes increase, the routing
table increases only linearly. This variant of LANMAR is denoted
as LANMAR-DSDV.

B. LANMAR on Top of OLSR

OLSR has the advantage of good performance in a dense net-
work. As density increases, the number of nodes selected as
MPRs increases much slower than the number of neighbors. The
modifications to OLSR for LANMAR integration are straightfor-
ward. That is, each node processes OLSR table for destinations
within the scope. The propagation of routing update will be cut
off if it reaches the border of the sender’s scope. Thus, the LAN-
MAR on top of OLSR (LANMAR-OLSR) has the advantages that
it reduces the routing overhead in dense network and it avoids the
inefficiency of OLSR when network is sparse and yet the number
of nodes is large.

C. Other Scalable Solutions

LANMAR is not the only solution to produce scalable routing
schemes. An explicit hierarchical routing scheme, ”Hierarchical
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State Routing (HSR),” was proposed in [6], [7]. However, HSR
implies the introduction of hierarchical addresses, it is very sensi-
tive to topology changes and mobility (overhead grows quickly as
mobility increases) and it requires a Domain Name Server to map
the destination logical address (presumed known to the sender)
to the current hierarchical address. Such mapping is not required
with LANMAR. FSR provides some degree of scalability as it re-
duces the routing O/H per node progressively when the number of
nodes increases. It does not provide, however, a reduction in rout-
ing table size. OLSR provides a reduction of routing traffic O/H
and routing table size, but only if the increase in number of nodes
is associated with an increase in density. In a sparse network, no
scalability gain is provided by OLSR. In summary, it appears that
LANMAR is the best bet for general, robust scalability.

V. PERFORMANCEEVALUATION

In this section, we evaluate the various approaches discussed
in the previous sections through simulation. Our scenario-based
evaluation is focused on two aspects - dense networks and large
scale networks. Many evaluation metrics are used. Some com-
mon metrics are (i)Control overhead– the totalbytes of rout-
ing control packets transmitted by a node, averaging over all the
nodes. Each hop-wise transmission of a routing packet is counted
as one transmission. It is measured in Kbits/sec. (ii)Packet over-
head– the number of routing controlpackets transmitted by a
node, averaging over all the nodes. Each hop-wise transmission
of a routing packet is counted as one transmission. (iii)Packet
delivery fraction– the ratio between the number of data packets
received and those originated by the sources. (iv)Average end-
to-end packet delay– the time from when the source generates
the data packet to when the destination receives it. This includes:
route acquisition latency, processing delays at various layers of
each node, queueing at the interface queue, retransmission delays
at the MAC, propagation and transfer times. (v)Throughput- the
actual throughput achieved at destinations.

A. Simulation Model
The simulator for evaluating routing protocols was imple-

mented within the GloMoSim library [18]. The GloMoSim library
is a scalable simulation environment for wireless network sys-
tems using the parallel discrete-event simulation language PAR-
SEC [19]. The distributed coordination function (DCF) of IEEE
802.11 is used as the MAC layer in our experiments. It uses
Request-To-Send (RTS) and Clear-To-Send (CTS) control pack-
ets to provide virtual carrier sensing forunicastdata packets to
overcome the well-known hidden terminal problem. Each data
transmission is followed by an ACK.Broadcastdata packets are
sent using CSMA/CA only. The radio model uses characteristics
similar to a commercial radio interface (e.g., Lucent’s WaveLAN).
The channel capacity is 2 Mbits/sec.

CBR sources are used to generate network data traffic. The
source-destination pairs are spread randomly over the network.
During a simulation, 30 pairs of short-lived source-destination
pairs are maintained all the time. When one session closes, an-
other pair of communication will be randomly selected. Thus the
input traffic load is constantly maintained.

The simulations are conducted in an identical network scenario
across all the participating protocols. Different experiments may
have different network scenarios. The mobility model is theRef-
erence Point Group Mobilitymodel [20]. Each node in a group
has two components in its mobility vector, the individual com-
ponent and the group component. The individual component is

TABLE I
INTERVALS FORROUTING UPDATES

DSDV DV Broadcast:1.5S
FSR Intra: 0.7S Inter: 2.2S

OLSR Hello: 0.9S TC: 2.2S
LANMAR LMDV (all variants): 0.7S

based on therandom waypointmodel [2]. The pause time is fixed
to 10-second, while mobility speed for each node varies between
0 to 10 m/sec. The group component of mobility is also based on
the random waypoint model. We use a relative short pause time
of 10 seconds to make the topology change more frequently to
challenge the routing algorithms.

As the protocols involved have different operation mechanism,
we configure the routing update rates to be as similar as possi-
ble, e.g., the frequency of LMDV update is 0.7 second. Other
parameters are tuned at the scenario that has 100 nodes in 1000m
X 1000m field with 150 meters transmission range and mobility
fixed to 2 m/s. We tune the parameters so that the protocols pro-
duce similar delivery fraction at the above operating point. The
table I gives the parameters we use for different schemes. The
local routing scope is set to 2 hop distances.

B. Dense Networks
As discussed in previous section, both MPRs (in OLSR) and

Passive Clustering can reduce redundant propagation of link state
routing packets. We evaluate the two approaches in an experiment
with increasing network density. The simulation uses 100 nodes
in a 1000m X 1000m area. The transmission range increases from
150m to 400m (the average number of neighbors increases from 8
to 48 in a static grid network). As the diameter of the network re-
duces when the transmission range increases, FSR eventually be-
comes a pure link state scheme. Most of the nodes will be within
its first level scope. The benefit of routing update reduction from
a decreased routing update frequency thus vanishes.
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Fig. 1. Control overhead with Increasing Density

Figure 1 shows the control overhead as a function of transmis-
sion range. The increasing overhead of FSR comes from the grow-
ing packet size with increasing outgoing links at each node. The
reason that the increasing trend stops when the transmission range
exceeds 300m is that the large amount of control overhead con-
gests the channel and leads to the loss of heard neighbors. When
packets are too large, they are segmented to fit the MTU of the
MAC layer. The figure illustrates that both FSR+PC and OLSR
generates less control overhead than FSR. In FSR+PC fewer or-
dinary nodes transmit control packets as transmission range (i.e.
density) increases. OLSR achieves less control overhead than
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Fig. 3. Delivery Fraction with Increasing Density

FSR+PC because it reduces not only the number of transmissions,
but also link state and message size.

Figure 2 gives the number of control packets emitted at each
node. In contrast to the previous results, OLSR shows that a large
amount of routing packets are generated, especially when the net-
work is not dense (at this point, OLSR works similar to OSPF).
The denser the network, the fewer the MPRs are selected. As
only MPR nodes will relay LS update messages, the number of
transmitted routing packets drops quickly. Meanwhile, FSR and
FSR+PC maintain a low number of transmitted routing packets.
Consistent to the previous graph, Figure 2 shows the increased
number of routing packets of FSR after 300m due to the fragmen-
tation.

Figure 3 shows the delivery fractions vs. the increasing density.
Small increasing trends can be observed of all the schemes when
density grows at the beginning of the curves. This is due to the
fact that increasing connectivity in a mobile environment helps
the establishment of routes. However, as expected, FSR degrades
fast when density grows further because of the increasing control
overhead. The figure also shows that FSR+PC degrades at 400m.
The reason is that unlike OLSR, which calculates MPRs at each
node and uses MPRs in a distributed way, the CHs and GWs in
passive clustering are a common structure for all the nodes, so
they are used by all the nodes. These nodes accumulate more data
packets than any nodes in OLSR. Thus when network is extremely
dense (48 neighbors per node with Tx = 400m!), the congestion at
CHs and GWs causes packet drops.

The experiment suggests that both PC and OLSR can efficiently
reduce the redundant routing packet transmission. OLSR pro-
duces higher delivery ratio than PC while it produces more control
packets than PC.

C. Heavy Traffic Load

Here, we investigate the behavior of PC and OLSR for increas-
ingly heavier loads. Assuming a constant, continuously renewed
load of 30 short-lived pairs, we increase the data rate from 1
packet per second to 10 packets per second. The packet size is
512 bytes. The transmission range is 250m, corresponding to ap-
proximately 20 neighbors per node.

Figure 4 gives the throughput as a function of traffic load. The
figure shows that FSR+PC saturates later than the other two proto-
cols and achieves the highest throughput at saturation. The reason
is that Passive Clustering uses very limited control overhead in
achieving efficient routing, while OLSR needs HELLO messages
to exchange neighbor information. The graph also shows that be-
fore the saturation point (around 1100 kbps), OLSR performs bet-
ter than FSR, while after that, it produces less throughput than
FSR. The reason is that the large number of control packets pre-
vent OLSR from achieving higher throughput.

Figure 5 gives the delivery fraction as a function of load. Con-
sistent with Figure 4, Figure 5 shows that the three protocols de-
scend with increasing load. Particularly, FSR+PC begins to de-
grade sharply at a heavier load than FSR and OLSR. While the
delivery fraction of the three protocols differs at the low end of
the traffic load (which is consistent with Figure 3, at transmission
range 250m), this does not influence the decreasing trend.

200

300

400

500

600

700

800

900

1000

500 1000 1500 2000 2500 3000 3500 4000

T
hr

ou
gh

pu
t (

kb
ps

)

Traffic Load (kbps)

FSR+PC 
FSR  

OLSR  

Fig. 4. Throughput with Increasing Load

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

500 1000 1500 2000 2500 3000 3500 4000

D
el

iv
er

y 
F

ra
ct

io
n

Traffic Load (kbps)

FSR+PC 
FSR  

OLSR  

Fig. 5. Delivery Fraction with Increasing Load

D. Increasing Density by Increasing Number of Nodes

We study here the network scenario where within a fix-sized
field, the number of nodes are increasing. All the nodes are only
transmitting at a certain power, i.e., 175m. Thus, increasing the
number is identical to increasing the density while keeping the
diameter of the network unchanged. This situation will be realistic
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in a conference or convention environment. Our field is 1000m X
1000m. There are four logical groups initially visiting the area.
The number of nodes increases from 100 to 500 hundreds, which
implies that the average number of neighbors per node increases
from 9 to 40 if the network is a static grid. We present here the
performance of FSR, FSR+PC, LANMAR-FSR and LANMAR-
FSR+PC.

Figure 6 gives the delivery fraction of the four schemes. FSR
degrades fast due to the growing size of LS update packets.
Though FSR progressively reduces the frequency of updates, this
reduction is only marginal and cannot compensate for the exces-
sive control overhead caused by the increase in both the number
of nodes and the number of neighbors. The figure clearly shows
that the Passive Clustering (FSR+PC) slows down the degrada-
tion trend of FSR. Even better does LANMAR-FSR, by using ag-
gregated routing for logical groups. Finally, when using Passive
Clustering for landmark routing (LANMAR-FSR+PC), we have
the slowest decreasing trend when the network grows both in den-
sity and numbers.

Figure 7 gives the control overhead as a function of the increas-
ing number of nodes and density. It shows that FSR generates a
large amount of control overhead, and eventually neighbors are
missed due to channel congestion, thus causing a drop in control
overhead. The control overhead of the other three schemes in-
creases much slower than FSR, which is consistent with the per-
formance of delivery fraction in Figure 6. LANMAR-FSR+PC
generates the lowest control O/H and increases the slowest due to
smaller routing tables and less transmissions.

The experiment suggests that in general, Passive Clustering
improves the performance of the routing protocols in dense net-
work; and landmark routing provides scalability to large number
of nodes.
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E. Large Networks

In this experiment, we show that with landmark routing, large
scale networks with group motion affinity can achieve high perfor-
mance. The scenarios we use are based on fixed density. When the
number of nodes increases, the area increases accordingly. Mean-
while the number of logical groups also increases in order to keep
group size relatively small. This situation is very likely to occur
in a military application. We test the variants of landmark rout-
ing described in previous sections. They are, LANMAR-DSDV,
LANMAR-FSR and LANMAR-OLSR. As a comparison, original
protocols are tested using the same configuration as their land-
mark counterparts. For the original protocols, the data points stop
at 400 nodes. Because, after considering the computation cost and
the performance at the point (low delivery fractions of DSDV and
FSR in Figure 8 and large delay of OLSR in Figure 9), we believe
further executions are not necessary.

Figure 8 shows the delivery fraction of the schemes. FSR and
DSDV decrease fast when network size increases. The reasons
are the large LS packets and the slow convergence in the mobile
environment. Both LANMAR-FSR and LANMAR-DSDV show
great improvement from the original ones. LANMAR-FSR and
LANMAR-DSDV decrease very slowly when network size in-
creases. As the network is in a low density (average 9 neighbors),
LANMAR-FSR does not suffer from the local routing overhead
problem. The figure also shows that LANMAR-DSDV performs
better than LANMAR-FSR due to the smaller local routing pack-
ets (DV) than the LS packets of FSR. OLSR degrades slower than
FSR and DSDV because mobility triggers routing update which
makes the routing in large network more accurate. Thus the im-
provement of LANMAR-OLSR in delivery ratio is not as large as
LANMAR-FSR and LANMAR-DSDV.

Figure 9 shows the end-to-end packet delay of the schemes.
OLSR shows fast increase in packet end-to-end delay. The reason
is that when there is a large amount of control packets contenting
for channel usage, the data packets have to backoff a lot for a
free slot. FSR usually has large routing packets but fewer control
packets than OLSR, so the delay is shorter than OLSR. Comparing
to the original routing schemes, their LANMAR variants show
very slow increase of delay which is mainly due to the increase in
hop distances when network size grows.

Figure 10 shows packet overhead. While most of the schemes
keep at a low level, OLSR sends huge amount of routing packets
when the network grows large. With the low density in this exper-
iment, OLSR losses its advantage in reducing packet redundant
transmissions (please referring back to Figure 2, where network
density increases). Thus the number of routing packets increase
quickly when network size grows. The LANMAR-OLSR routing,
with the LS updates of OLSR only propagated within the local
scope, generates far less control packets than OLSR and the num-
ber of control packets does not increase with the network size.

Figure 11 reports the local storage used for the routing tables.
All the variants of LANMAR show great savings in table stor-
age. LANMAR-DSDV has the smallest storage size as expected.
LANMAR-FSR and LANMAR-OLSR use almost identical stor-
age because both protocols have full topology information of the
local routing area (recall that 2-hop scope is used). The storage of
LANMAR protocols hardly increases when network size grows
due to the very slow increase of number of landmarks while the
table storage used in DSDV, FSR and OLSR grows very fast. The
small size of routing tables results in low link overhead of LAN-
MAR protocols.
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VI. CONCLUSIONS

In this paper we presented our study for scalability of proac-
tive routing schemes (in particular, LS protocols) in dense and
large scale ad hoc networks. We have shown the study of using
Passive Clustering in reducing routing overhead caused by high
nodal density. Also, we have proposed the Landmark scheme
routing as the framework for scalable ad hoc routing. In particular,
LANMAR-DSDV reduces the size of control packets required for
local accurate routing (comparing to link-state type routing FSR),
and LANMAR-OLSR reduces the control overhead by only se-
lecting a subset of the neighbors for topology construction. The
latter approach shows great gains when the network is dense. The
simulation results indeed show that LANMAR provides a flex-
ible routing framework for scalable routing over mobile ad hoc
networks while preserving all the benefits introduced by the asso-
ciated local scope routing scheme.
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