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ABSTRACT
Mobile ad hoc networks (MANETs) are vulnerable to routing at-
tacks, especially attacks launched by non-cooperative (selfish or
compromised) network members and appear to be protocol compli-
ant. For instance, since packet loss is common in mobile wireless
networks, the adversary can exploit this fact by hiding its malicious
intents using compliant packet losses that appear to be caused by
environmental reasons.

In this paper we study two routing attacks that use non-cooperative
network members and disguised packet losses to deplete ad hoc net-
work resources and to reduce ad hoc routing performance. These
two routing attacks have not been fully addressed in previous re-
search. We propose the design of “self-healing community” to
counter these two attacks. Our design exploits the redundancy in
deployment which is typical of most ad hoc networks; Namely, it
counters non-cooperative attacks using the probabilistic presence
of nearby cooperative network members.

To realize the new paradigm, we devise localized simple schemes
to (re-)configure self-healing communities in spite of random node
mobility. We develop a general analytic model to prove the ef-
fectiveness of our design. Then we implement our secure ad hoc
routing protocols in simulation to verify the cost and overhead in-
curred by maintaining the communities. Our study confirms that
the community-based security is a cost-effective strategy to make
off-the-shelf ad hoc routing protocols secure.

Categories and Subject Descriptors
C.2.2 [Computer-Commmunication Networks]: Network Proto-
cols—Routing protocols
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1. INTRODUCTION
A mobile ad hoc network (MANET) is an infrastructureless mo-

bile network formed by a collection of peer nodes using wireless
radio. It can establish an instant communication structure for civil-
ian and military applications. Unfortunately, the mobility and radio
broadcast medium make MANETs very vulnerable to malicious at-
tacks. First, outsiders (or non-network members) can monitor the
open wireless medium to intercept legitimate traffic or to inject ille-
gitimate traffic. Fortunately, cryptographic schemes can protect the
network from such external attacks. Second, some previously co-
operative mobile nodes may turn selfish due to various reasons (like
resource deprivation); or, some mobile nodes with inadequate phys-
ical protection may be captured and compromised. Purely crypto-
graphic countermeasures are not effective against compromised or
selfish members because cryptographic trust is rendered to whoever
owns the cryptographic keys, independent of node’s networking be-
havior. The network must rely on non-cryptographic means like in-
trusion detection systems (IDS) to cope with these non-cooperative
(compromised or selfish) members. However, as studied in [1],
the non-cooperative members may try to hide their attacks under
protocol-compliant behaviors. In this case, behavior discrimina-
tion is not an effective countermeasure. For example, it is very
hard to discriminate between losses caused by normal network and
environmental conditions and those caused by selfish and malicious
behaviors as they could all appear to be protocol-compliant.

In this paper our goal is to propose a new intrusion protection
mechanism, namely community-based security, and evaluate its ef-
fectiveness in defending ad hoc routing protocols against non-co-
operative nodes. The basic idea is to mitigate the adverse (al-
beit seemingly protocol-compliant) actions of selfish and malicious
nodes by distributing the network service in question (e.g., packet
forwarding) to a community of neighboring nodes. We will call
such a community the localized “self-healing community”. At the
node level, the service provisioning is untrustworthy and is allowed
to be disrupted. However, at the community level, the service pro-
visioning becomes trustworthy—even if some of the community
members are selfish or malicious, the self-healing service remains
available and reliable if there is at least one “good” cooperative
community member that can provide the needed service.

Clearly, there are challenges in realizing such self-healing com-
munities in mobile networks. In particular,

• Community creation and configuration: A self-healing com-



munity can be created and configured anywhere and anytime
in a manner compatible with state-of-art ad hoc routing pro-
tocols, but the related process should only incur reasonably
low overhead.

• Community reconfiguration: The self-healing community must
adapt to changes in the network topology and other dynam-
ics. The impact of mobility, channel fluctuation, community
member join and leave, and non-cooperative nodes must be
addressed and resolved.

The contributions of this paper are in three areas:
1. Development of a new network security concept based on

“self-healing community”. For each source-destination pair,
the conventional “per node forwarding” is replaced by the
“community forwarding” concept: a chain of self-healing
communities along the path will forward the packet, where
each community is comprised of multiple peer members, each
of which can provide the needed service. This tolerates the
presence of non-cooperative nodes and stops disruption at-
tacks locally and immediately. The self-healing strategy has
not been studied previously in the context of secure routing.

2. Analytic study of the new security protection in mobile net-
works. We develop a general model to verify the effective-
ness of community-based security. The analytic study presents
a new method to analyze secure routing schemes in various
mobility models. In this paper we use the popular Random
Way Point (RWP) model as the underlying mobility model,
but the same analytic framework is applicable to other mo-
bility models as well.

3. Easy integration of community-based security with conven-
tional routing schemes. In this paper we use AODV [22] as
the example. We implement the new design in network sim-
ulators and study the new design’s impact on the underlying
routing protocol.

The rest of the paper is organized as follows. In Section 2, we
present security threats that have not been fully addressed by exist-
ing secure routing schemes. In Section 3, we describe the concept
of “self-healing community” as well as related self-configuration
and self-reconfiguration protocols. An analytic model is presented
in Section 4 to verify the effectiveness of community-based secure
routing. Simulation results in Section 5 confirm the efficiency of
community-based secure routing. In Section 6 we compare our
work with related work. Finally Section 7 concludes this paper.

2. PROBLEM: ROUTING DISRUPTION
On-demand routing in MANET In this paper we apply the “com-
munity” concept to protect on-demand routing. Though the at-
tacks and countermeasures are also applicable to proactive rout-
ing schemes, they are not studied in this paper due to page lim-
its. While proactive routing protocols exchange routing informa-
tion even when there is no data transmission, the on demand ap-
proach pays the cost of routing overhead only when it is needed.
An on-demand routing protocol is composed of two parts: route
discovery and route maintenance. In route discovery, the source
sends out a route request (RREQ) to the network when it needs
a route to destination. A neighbor either forwards the RREQ if it
does not know the route to the destination, or sends back the needed
routing information to the source. Upon receiving one or more
RREQs, the destination sends back at least one route reply (RREP)
to the source. Contrary to RREQ flooding, an RREP message is
typically forwarded by a limited set of chosen forwarders, which
are called “RREP forwarders” (or “RREP nodes”) in this paper.

Although various on-demand routing protocols use different algo-
rithms to process RREQ and RREP messages, the combination of
RREQ and RREP processing establishes a route between the source
and the destination. Due to mobility and network dynamics, an es-
tablished route may be broken at any time. On-demand routing
schemes use route error (RERR) notification to inform the source
or the destination about the status. Then the source will initiate a
new route discovery procedure to find new routes towards the desti-
nation. To overcome the overhead of a fresh restart from the source
after each route outage, local recovery techniques are often applied
(e.g., cached routes at neighbors are used when available).

Limitations of cryptographic protection Cryptography is an es-
sential building block of network security. It relies on secrecy of
keys, which are secret random variables maintained by each indi-
vidual network member. Qualitative cryptographic algorithms en-
sure that any computationally bounded adversary cannot break the
cryptosystem if these secret keys are not compromised.

However, purely cryptographic solutions cannot answer the chal-
lenge imposed by non-cooperative (either compromised or selfish)
network members. The network has to rely on non-cryptographic
means like intrusion detection system (IDS) to cope with these non-
cooperative members. Unfortunately, as pointed out in [1], it is hard
to differentiate various packet loss scenarios, for example, to iden-
tify those cases caused by natural reasons (e.g., channel interfer-
ence or node mobility) and those cases caused by non-cooperative
behaviors. A malicious sender can intentionally corrupt at least 1
random bit before packet transmission, then it is hard for a good re-
ceiver to judge whether the corruption is caused by environmental
reasons or otherwise. A malicious node can also selectively drop
some critical packets, so that its packet loss pattern appears to be
random as expected. In on demand route discovery, a mobile node
participated in RREQ forwarding may fail to forward RREP and
data packets due to all kinds of reasons—random mobility, self-
ishness or maliciousness. There is no fail-safe method for loss
discrimination between environment reasons and non-cooperative
behaviors.

Not fully-addressed ad hoc routing threats Although many se-
cure ad hoc routing protocols [12][27][20][33][2] have been pro-
posed to secure on-demand routing schemes, the following security
attacks are not fully addressed in the existing proposals.

ATTACK 1. (RREQ resource depletion) A malicious node can
attempt to deplete network resource by repetitively initiating su-
perfluous RREQ. In this attack, an attacker sends RREQ packets,
which the underlying on-demand routing protocol floods through-
out the network. If the attacker is not a network member, crypto-
graphic authentication can be added to RREQ packets to filter out
those forged route discovery requests. However, if the attacker is a
compromised or selfish network member, the cryptographic coun-
termeasures are ineffective.
An RREQ rate limit approach is proposed in [12][23] to reduce
number of RREQ packets each node is allowed to initiate. In this
paper we seek to achieve this goal without compromising routing
performance. Approaching the ideal case, where a routing protocol
only incurs one initial RREQ flood for each end-to-end connection,
the community-based design significantly reduces the number of
RREQ floods that each node initiates.

ATTACK 2. (RREP packet and data packet loss) A malicious
or selfish node may cause the loss of certain critical packets. In a
route discovery procedure initiated by a good network member, an
attacker can use “wormhole attack” [12] or “rushing attack” [14]



to surpass other nodes with respect to the underlying routing met-
ric. Then it is highly likely the attacker is selected en route. When
the RREP comes back it may not forward or may forward a cor-
rupted one. The result is equivalent to RREQ resource depletion
attack, except now the RREQ initiator is not the one to blame. Also
an attacker can severely degrade data delivery performance by (se-
lectively) dropping data packets [1].

We will show how the proposed self-healing approach can counter
all such attackers, including non-cooperative RREP forwarders and
data forwarders. When an RREP or data packet is lost, the damaged
route is locally healed within minimal latency.

3. COMMUNITY-BASED SECURE ROUT-
ING PROTOCOLS

3.1 Network assumptions
At the routing layer, community-based security is applicable to a

broad variety of routing schemes. Backward compatibility is one of
our design goals. Given an underlying on-demand routing scheme
(e.g., AODV [22], ARAN [27], DSR [15], Ariadne [12]), all orig-
inal RREQ/RREP packet formats and packet forwarding require-
ments are preserved in our design. This will make it possible to
seamlessly integrate the proposed community-based paradigm with
most existing ad hoc routing protocols.

At the link layer, we assume that a node can always monitor
ongoing transmissions even if the node itself is not the intended
receiver. This typically requires the network interface stay in the
“receive mode” (i.e., promiscuous reception mode) during all trans-
missions, which is less energy efficient than listening only to pack-
ets directed to oneself. We also assume radio transmission is omni-
directional and radio links are symmetric; that is, if a node X is
in transmission range of some node Y , then Y is in transmission
range of X . This can be enforced by three-way handshake (e.g.
TCP style SYN-ACK-ACK) in secure neighbor detection.

At the physical layer, transmissions are vulnerable to jamming.
Fortunately, mechanisms like erasure coding, spread spectrum, and
directional antenna have been extensively studied as means of im-
proving resistance to jamming. In addition, jamming attackers are
more easily to be detected and counter-attacked. In this work we
consider packet loss attacks, which are more “covert” than jamming
attacks. We explore physical node redundancy in a self-organizing
network as a method to stop route disruptions. We assume that in
a network locality there are redundant network members with high
probability. These peer members will have identical capabilities
and responsibilities in community-based communication. No cen-
tralized control or hierarchical control is assumed.

3.2 Network security assumptions
We assume all packet transmissions (including control, data pack-

ets and their ACKs) are protected by data origin authentication ser-
vice. Every packet is authenticated and the packet sender’s identity
is unforgeable (of course, only for uncompromised senders). This
can be implemented by signing each packet by the sender’s cer-
tified digital signature or using efficient symmetric key protocols
like TESLA [24][12]. Therefore, the adversary cannot forge packet
transmissions from uncompromised nodes, and cannot launch Sybil
attack [9] by faking uncompromised nodes’ identities.

We also assume that the ad hoc nodes are equipped with hard-
ware needed by packet leashes [13] or Brands-Chaum protocols [6].
Hence by secure distance bounding, any pair of topological neigh-
bors in ad hoc routing are indeed physical neighbors.

3.3 Design principles
Localized and immediate self-healing When a packet forwarder
is a non-cooperative node that loses the packet, we use a localized,
immediate and efficient self-healing scheme to elect a substitution
within minimal time. The “healed” path is a close approximation
of the shortest path discovered by the original on-demand route
request. Extra self-healing overheads are incurred only in the lo-
calized apposite areas around the damaged links.

Limit the frequency of flooding (either network-wide or limited-
scope) Control packet flooding, either network-wide or limited-
scope, incurs tremendous energy expense and wireless channel con-
tention. Malicious nodes can explore this feature to deplete needed
network resource. Ideally, we seek to realize a secure routing para-
digm that only requires a single initial RREQ flood per end-to-end
connection, despite of unpredictable node mobility and wireless
packet losses.

Explore useful information embedded in the initial RREQ floods
Our secure routing schemes are not feasible if the abundant infor-
mation embedded in the expensive RREQ floods is not fully used.
Critical information acquired from the initial RREQ floods, such
as the recent neighborhood snapshot, is useful to heal damaged on-
demand routes afterwards.

End-to-end maintenance Due to the possible presence of mali-
cious nodes, the intermediate forwarders cannot be trusted. There-
fore, the two ends of a connection should pay reasonable cost to
maintain the in-between self-healing communities (whose shape
degenerates due to node mobility). End-to-end maintenance may
include monitoring end-to-end data delivery ratio, implementing
end-to-end probing, maintaining fresh routes, and finding new routes
when a community en route is empty (e.g., has been completely
compromised).

3.4 Community-based security (CBS)
Configuring and reconfiguring self-healing communities is the

central part of our community-based scheme. For each end-to-end
connection, a chain of self-healing communities along the shortest
path are established to thwart route disruption. This section details
how a secure community at each forwarding step is created and how
the secure communities are maintained facing network dynamics
and possible attacks.

3.4.1 Self-healing community overview
The concept of “self-healing community” is based on the ob-

servation that wireless packet forwarding typically relies on more
than one immediate neighbor to relay packets. Figure 1 shows the
simplest case that node B relays packets from node A to node C.
Typically, node B is within the intersection of node A and C’s radio
range while A and C cannot hear each other. In principle, all nodes
within the “moon”-shape intersection can relay packets from A to
C. Nodes in such an intersection1 form our self-healing community.
Figure 2 depicts a chain of self-healing communities along a multi-
hop path. Community-based security explores node redundancy at
each forwarding step so that the conventional per-node based for-
warding scheme is seamlessly converted to a new per-community
based forwarding scheme. CBS does not require unusually high
node redundancy—a self-healing community is functional as long

1The actual community area in our design is the further intersection
of the “moon”-shape and B’s one-hop transmission circle. For the
clarity of presentation we spare B’s one-hop circle in all depictions
in this paper.
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as there is at least one cooperative “good” node is in the community.
Intuitively, a self-healing community is a “big virtual node” that
replaces a single forwarding node in conventional routing schemes
(Figure 4).
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Figure 4: Self-healing communities as “big” virtual nodes

3.4.2 Self-healing route discovery
A self-healing community must be formed properly. As a com-

parison to Figure 1, Figure 3 shows an inappropriate community
between A and C. Because A and C are one-hop neighbors, it is
inefficient to introduce an extra forwarder B and pay the overhead
to configure the community around B. To avoid such improper
community configurations, we slightly change the underlying on-
demand routing protocol’s RREQ packet format, so that when B
forwards its RREQ packet, it adds its immediate upstream A in the
RREQ packet. The new RREQ packet format is2:

〈RREQ,upstream node, . . . 〉

where the underlined part is newly added. The distributed Algo-
rithm A specifies each autonomous node’s action during the RREQ
phase. The distributed algorithms B and BV specify how RREP
forwarding can be healed by nearby network members en route.

Algorithm A: During an RREQ flood, a node just received an au-
thentic RREQ packet V →∗ for the current route discovery:
1 Insert V in my soft-state neighbor set;
2 U := the upstream node field in the RREQ packet;
3 In my soft state, record U as V ’s upstream;
4 IF {(I have never forwarded the RREQ) AND
5 (I have not heard U in my neighborhood during the RREQ)}
6 Record V as my RREQ upstream for the connection;
7 Process the packet according to the underlying routing protocol;
8 Locally rebroadcast the RREQ packet.

2Due to page limit we do not include detailed packet formats of
the underlying on-demand routing protocol. Interested parties may
check [23] for AODV and [16] for DSR. Note that in DSR the up-
stream node is already in its forwarding list, thus RREQ packet
format is unchanged for community-based DSR.

Algorithm B: During RREP, a node V ′(6= V ) just heard the coming-
back RREP packet E→V for the current route discovery:
01 Insert E in my soft-state neighbor set;
02 W := the RREQ upstream node recorded for V ;
03 WHILE {(My soft state for the connection is still alive) AND
04 (Both V and W are in my soft-state neighbor set) AND
05 ((V didn’t correctly forward RREP within the bounded window)
06 OR (W didn’t correctly ACK within the bounded window))}
07 Wait for an autonomously decided random time;
08 IF (During the waiting period nobody has taken over)
09 Send RREP packet: V ′→W (i.e., I try to take over).
10 ELSE
11 V := the node who is forwarding the RREP packet.
Algorithm BV : During RREP, a node V just received the coming-
back RREP packet E→V for the current route discovery:
1 Insert E in my soft-state neighbor set;
2 Record E as my RREP upstream for the connection.
3 W := the RREQ upstream node according to my soft-state;
4 Send RREP packet: V →W .

Let’s use Figure 1 to describe a simple example of self-healing
route discovery. If B is a malicious forwarder, B can use rushing
attack to make C believe that the best path between source A and
destination C goes through B. Therefore, C will unicast back an
RREP packet to B. Fortunately, even though the malicious B will
drop the RREP packet or send a corrupted RREP packet, the other
cooperative nodes in the community area will be able to identify
the situation and try to take over as the forwarder.

• First, during RREQ phase any cooperative node Bc in the
community area already remembered V = B as its one-hop
neighbor and U = A as V ’s upstream node.

• Second, during RREP phase any such cooperative Bc can de-
tect that V = B fails to forward within a bounded window.
For example, in 802.11, the bounded window is a heuris-
tic estimation of B’s exponential backoff window. If Bc

is very near B and hears all B’s receptions, then the ini-
tial backoff windows size is 32 (i.e., 0..31), or doubled after
each collision. However, this is not always true and some
of B’s receptions cannot be heard by Bc due to hidden ter-
minals. To count B’s deferring, Bc can add an extra defer
time τdefer = l

w
to the estimated window where l is the

estimated packet size (e.g. l =1500bytes) and w is the link
capacity (e.g. 11Mbps for 802.11b).

Once the estimated window expires, Bc tries to take over no
matter what happened to B (e.g., selfishness, maliciousness,
hidden terminal, route outage due to mobility, etc.).

• Third, multiple Bc nodes may compete to forward the RREP
packet. Similar to the random delay imposed in the DSR and



AODV’s RREQ forwarding design, each node uses an au-
tonomous random delay to alleviate the chance of collision.
Nevertheless, this design does not completely eliminate take-
over collisions. When collisions occur, the node W = A
determines who wins by sending back a unicast ACK, that
is, the one who is ACKed by A is the one who successfully
takes over.

• Finally, as depicted in Figure 5, ACKs to the unicast control
packets play an important role in solving ambiguities in com-
munity configuration. At the link layer, a unicast is always
ACKed in 802.11. To make our design more general, at the
network layer we have implemented dedicated short ACKs
for RREP packets (also for other unicast control packets, i.e.,
PROBE, PROBE REP and data packets piggybacked with
probing message described in Section 3.4.4. Due to page
limit, see our technical report [17] for the full-fledged design
of Algorithm A, B and BV that uses network layer ACKs).

Ad hoc nodes in self−healing communities

Other ad hoc nodes
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C’

C’’
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Non−cooperative RREP forwarders

Legend:
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D

E

Self−healing communities  (C’ and C’’ not in transmission range & C’ wins) 

Self−healing communities (if C forwards a correct RREP) 

source
dest

Figure 5: ACK solves ambiguity in take-over collisions

If S and D are more than two hops away, then the single-hop
self-healing procedure described above is executed from D to S
inductively. It is guaranteed a correct RREP comes back to S if at
least one cooperative node physically presents in every community
area en route.

3.4.3 Configuration of self-healing communities
A chain of self-healing communities is configured during the

self-healing RREP phase. Each node must maintain a 2-bit mem-
bership flag in its on-demand soft-state for an S-D connection.
Each RREP forwarder sets its membership flag to 2. A node over-
hearing three consecutive RREP ACKs sets its membership flag to
1. This is because a self-healing community member must be in
the transmission range of exactly three RREP forwarders: the im-
mediate upstream forwarder, the forwarder in the same community,
and the immediate downstream forwarder. As a result, a new field
is added to the existing RREP packet format:

〈RREP, hop count, . . . 〉
where the underlined part is a counter added for the purpose of
evaluating consecutiveness. The field is set to 0 by the destination
D, then increased by one by each RREP forwarder. From the three
consecutive hop count values, any community member can iden-
tify the index corresponding to its own community (i.e., the middle

one). For example, if a mobile node overhears three RREP pack-
ets (of the same connection) with consecutive hop count values
2, 3, and 4 in the strict order specified, then it can conclude it is
in the community indexed by 3. Finally, to correctly maintain the
communities immediately next to the destination D, a community
member only need to hear two consecutive RREP ACKs and check
whether D is involved in the packets.

3.4.4 Reconfiguration of self-healing communities
The self-healing communities lose shape due to mobility and

other network dynamics. For each S-D connection, we use end-
to-end probing to reconfigure self-healing communities. The prob-
ing interval Tprobe is adapted with respect to network dynamics.
The following intuitive example explains our essential design mo-
tives. Instead of using constrained flooding described in the ex-
ample, the real end-to-end probing employs the same “self-healing
unicast” design like the one used in Algorithms B and BV . There-
fore, the RREQ rate limit approach proposed in [12][23] is practical
and causes no major routing performance degradation in CBS.

EXAMPLE 1. (Proactive probing by constrained flooding - An
inefficient variant of community reconfiguration) Suppose the
two ends of a connection employ constrained RREQ floods rather
than network-wide floods after RREP phase. In every constrained
RREQ flood, only those nodes whose community flags for the con-
nection are non-zero (i.e., set to 1 or 2) forward the RREQ packet
as usual. This way, as the needed flags have been set previously in
RREP phase (or previous probing rounds), the constrained RREQ
floods only incur forwarding overhead in the community areas.
Ideally, if Tprobe is small enough, the constrained RREQ floods
can maintain ad hoc routes just like network-wide floods, but with
much less RREQ forwarding overhead per flood.

We firstly describe how Tprobe is selected in practice following a
heuristic design. Whenever a take-over action happens, the taking-
over node Bc also sends a short report to the source S

〈TAKE OVER REPORT , (S, D, seq#), Bc, B〉
where (S,D, seq#) identifies the end-to-end connection and B is
the forwarding node being taken over. Tprobe is initialized to be
R
v

where R is the well-known one-hop transmission range and v

is the estimated average node mobility speed. The quantity R
v

esti-
mates the time of next link outage due to node mobility. The source
decreases its Tprobe by τdec = 100ms upon receiving such a take-
over report, and increases Tprobe by τinc = 10ms if no take-over
report is received in the most recent second.

As frequent take-over actions indicate more network dynamics
or more non-cooperative behaviors, the heuristic scheme seeks to
maintain fresher self-healing communities by issuing more prob-
ing requests. Meanwhile it also seeks to decrease probing overhead
when the self-healing communities en route are relatively stable.
As a result, even if the number of network-wide RREQ floods for
each connection is not 1 (as in the ideal case), this heuristic scheme
significantly reduces the network-wide flooding frequency. This
implies RREQ rate-limit proposal [12][23] is practical in community-
based security.

We then describe the probing protocol details. The source S is
responsible to keeping the on-demand route alive because it knows
whether there is further data transmission. For every Tprobe, the
source S sends out a PROBE packet.

〈PROBE , (S, D, seq#), hop count〉.



Upon receiving a PROBE message, the destination D replies
with a PROBE REP packet.

〈PROBE REP , (D, S, seq#), hop count〉.
PROBE and PROBE REP unicast forwarding follows the same

self-healing procedure like Algorithms B and BV (due to page limit,
see our technical report [17] for more details). The self-healing
communities en route are reconfigured by monitoring the hop count
field. That is, a node who forwards the PROBE or PROBE REP
message sets its membership flag to 2 (i.e., the forwarding mem-
ber), and any node overhearing three consecutive ACKs should set
its membership flag to 1 (i.e., the non-forwarding member). The
hop count field, which is increased by 1 at each stop, is similar
to the same field in RREP packets to evaluate consecutiveness in
packet transmission.

Since both PROBE and PROBE REP are short messages, an op-
timization technique is to piggyback them on active data traffic
(clearly, the connection identifier field (S, D, seq#) is not needed
in piggybacked data packets). Moreover, due to wireless channel
contentions and errors, it is possible that a de facto non-forwarding
member fails to overhear at least one of the three ACKs (of RREP,
PROBE, PROBE REP or piggybacked data packets) in the current
probing round. Fortunately, this unlucky node has the chance to
rectify its incorrect membership flag in the next round.

3.4.5 Self-healing data delivery
Community-based data delivery is a combination of conventional

node-based data forwarding plus community-based healing. At the
source, the source node is unambiguously the current forwarder. At
each intermediate stop, the most recent control packet forwarder (of
RREP, PROBE, PROBE REP or piggybacked data packet) is sup-
posed to be the current data forwarder. The current forwarder plays
the role of “core” in its self-healing community. However, if this
node fails to forward data packet due to maliciousness, selfishness,
or network dynamics, members in the same self-healing commu-
nity will make up.

Algorithm C: During data delivery, a node just overheard a unicast
data packet E→V for an S − D end-to-end connection:
1 Insert E in my soft-state neighbor set;
2 W := my next stop (according to the underlying routing protocol);
3 WHILE {(My soft state for connection S − D is still alive) AND
4 (My community flag in the soft state is set) AND
5 (V didn’t correctly forward within the bounded window)}
6 Waits for an autonomously decided random time;
7 IF (During the waiting period nobody has forwarded correctly)
8 Unicast the data packet to W .

Note that Algorithm C requires make-up but no take-over and
no network layer ACKs for unicast data packets. Another design
choice is to follow Algorithm B so that unicast data packets are
not different from unicast control packets in CBS. Although this
ensures per-hop reliability and thus significantly changes the net-
work’s data forwarding behavior, it may be a good choice when
per-hop data packet loss ratio is huge (e.g., when either the channel
error rate or the ratio of non-cooperative nodes is approaching 1).

3.5 Discussions
Soft-state design In MANET routing an adaptive soft-state strat-
egy is used to cope with the highly dynamic network. For example,
routing states are maintained using timeouts, and all unicasts and
ACKs are tried for a threshold number of time (then errors will
be reported to upstream if necessary). In the community-based se-
cure routing, various new routing states are added to the underly-

ing routing protocol’s soft-state. These include the current neigh-
bor set, community membership flag, community index (i.e., from
hop count), and probing interval Tprobe. These records are main-
tained in the same way that DSR and AODV maintain their routing
states.

Wormhole attack Compared to brute-force jamming, wormhole
attack [13] is more “covert” in nature and harder to detect. A worm-
hole attacker tunnels messages received in one location in the net-
work over a low latency link and replays them in a different lo-
cation. In MANET, a typical countermeasure against wormhole
attackers is to verify neighbor relation. This is due to the fact that
radio propagation speed is the maximum in physics. Hence worm-
holes shorter than one-hop transmission range impose less threat
as the original transmission (which is to be replayed by the short-
range wormhole devices) features better routing metrics. (1) Phys-
ical layer countermeasures, such as RF watermarking, seek to pre-
vent wormholes by increasing the difficulties to capture the signal
patterns. The data bits are transferred in some special modulat-
ing method known only to the neighbor nodes. (2) Packet leash
is a solution proposed by Hu, Perrig and Johnson for wormhole
detection [13]. The leash is the information added into a packet
to restrict its transmission distance. It requires either geographical
location service support, or time synchronization amongst neigh-
boring nodes. In the geographical leashes, the location information
and loosely synchronized clocks together verify the neighbor rela-
tion. In the temporal leashes, the TIK protocol efficiently bounds
a packet’s transmission distance given tightly synchronized clocks.
(3) An approach to detect wormholes without clock synchroniza-
tion is proposed by Capkun et al. [31]. Every node is assumed to
be equipped with a nano-second hardware that can use variants of
Brands-Chaum protocol [6] to securely measure one-hop distance
bound. (4) Another approach is based on the use of directional an-
tennas. In [11], neighboring nodes examine the directions of the re-
ceived signals from each other and a shared witness. Only when the
directions of both pairs match, the neighbor relation is confirmed.

In this paper we assume that the network is already protected by
either packet leashes or variants of Brands-Chaum protocol. This
way, any pair of topological neighbors in ad hoc routing are indeed
physical neighbors.

Directional and variable-power transmissions As described in [1],
malicious nodes may use directional antenna and variable-power
transmissions to attack ad hoc routing. In the context of community-
based secure routing, the essence of such attacks is to break our
design assumption that all nodes use omnidirectional radio with
(nearly) identical transmission range.

A B C
D

RREQ broadcast forwarding

RREP unicast forwarding

X1

X2

C’s non−cooperative transmission C can transmit cooperatively

Y1

Y2

Figure 6: Attackers using directional or variable-
power transmissions



Fortunately, such misbehavior can be fixed in community-based
secure routing. We divide the discussion into two major cases:
in CASE I the malicious nodes do not use directional or variable
power transmission during the initial RREQ flooding procedure;
and in CASE II they do.

In CASE I, the initial RREQ flood is done as described in previ-
ous sections. As depicted in Figure 6, the destination D is cooper-
ative with its own connections so it uses standard omni-directional
radio in its transmissions. Then every cooperative forwarder en
route behaves the same way, until the moment the RREP packet
meets a non-cooperative forwarder. Without loss of generality, let’s
assume the non-cooperative node is C, who uses a directional (or
variable-power) transmission to unicast back the RREP packet to
its RREQ upstream node B.

• Algorithm B is triggered on the de facto community mem-
bers X1 and X2 once they receive the cooperative RREP
transmission D→C.

• Now that both C (the receiver in cooperative RREP trans-
mission D→C) and B (recorded RREQ upstream node of
C) are in X1, X2’s neighbor lists (e.g., the list is maintained
during the initial RREQ flood), Algorithm B (lines 03—06)
ensures that X1, X2 will initiate the take-over process no
matter what C does.

In summary, CASE I is already addressed in Algorithm B. After the
initial RREQ flood, each node knows its current neighbors and also
upstream node of every neighbor. This already provides two trans-
mission circles needed in community formation. With the RREP
coming back from a cooperative node, all three transmission circles
needed are actualized and the associated community is formed.

In CASE II, a malicious node V uses directional antenna in
RREQ forwarding. Such misbehavior can be countered by secure
neighbor detection protocols, which have been studied in many se-
cure routing literatures [14][20]. In the example depicted in Fig-
ure 6, C has to authenticate itself to its one-hop neighbors using
a secure neighbor detection protocol when it roams into a new
neighborhood, otherwise nobody will forward its packets (includ-
ing RREQ packets). At the time when the cooperative RREP trans-
mission (D→C in our example) is in the air, the de facto com-
munity members X1 and X2 sees that C is the intended RREP
forwarder, but in their soft-state C’s upstream node is unknown
because they did not hear C’s directional RREQ forwarding. In
this case each of them will take over and forward RREP to its
own RREQ upstream node recorded for the current route discov-
ery. This results in a furcation and eventually multiple healed paths
toward the source. The source can choose to use the best one (e.g.,
using the first coming-back RREP) in unicast routing. Similar to
this case, RREP furcation occurs whenever RREQ upstream node
is unknown (e.g., X1 and X2 may miss C’s RREQ forwarding due
to hidden terminals even when C is cooperative).

Collaborative adversarial RREP forwarders It is possible that
there are collaborative adversarial nodes in the network. It is easy
to see that Algorithms A, B, and C are unaffected if the adversar-
ial nodes are not consecutive RREP forwarders (i.e., at most ev-
ery other RREP forwarder is non-cooperative). However, if two or
more consecutive RREP forwarders are non-cooperative, we need
to devise new countermeasures. Again let’s use Figure 6 in our dis-
cussion. At the time when the cooperative RREP D→C is trans-
mitted, X (X = X1 or X = X2) will take over if either C’s ACK
to D or C→B forwarding cannot be heard by X:

• (X knows that B is C’s RREQ upstream node) X does a
cooperative RREP transmission X→B. Inductively, just like

what happened amongst D, C and X , now the cooperative
node X replaces the cooperative node D, B replaces C, and
a cooperative community member Y near B will play the
role of X .

• (X does not know that B is C’s RREQ upstream node) This
case is similar to directional RREQ forwarding attack. X
will forward RREP to its own RREQ upstream node. This
results in a furcation and eventually multiple healed paths
toward the source.

Therefore, the collaborative C and B cannot attack any X in C’s
community (due to the cooperative D→C transmission). How-
ever, they can attack a community member Y in B’s community
following this procedure: (1) C quickly uses at least two direc-
tional transmissions to unicast the RREP C→B to node B and all
nodes in C’s community area. No other nodes hear the RREP. (2)
B uses one directional transmission to unicast its ACK back only
to C’s community area. (3) B uses one directional transmission
to unicast RREP B→A only to C’s community area. The RREP
is indeed lost rather than delivered to A. Although this requires
delicate timing and transmission techniques, it is at least a feasible
attack. To defend against this attack, a community node (e.g., X
in this example) should perform a secure neighbor detection right
after its flag is set to 1. In the exchanged messages, the node must
tell each of its neighbor that it just heard RREP C→B and B’s
ACK to C. Therefore, since RREP C→B is authenticated by C
(according to network security assumption) and unforgeable, this
effectively triggers Y ’s execution of Algorithm B.

Packet modification attacks CBS adds one upstream field in
RREQ and one hop count field in RREP. A malicious node can
attack CBS route discovery by using a random node ID in the
upstream field. This attack can be countered by a secure neigh-
bor detection scheme discovering 2-hop neighborhood rather than
1-hop neighborhood. This requirement incurs more neighbor de-
tection overhead to defend against a more insidious adversary.

The hop count field can be protected by a simple intrusion de-
tection system monitoring the field. Since every community mem-
ber can hear three/two consecutive RREP packets (e.g., D→C, C→B,
B→A), anomaly in the hop count field can be easily detected.

Key management In community-base secure routing, cryptographic
keys are shared between two neighboring communities rather than
two neighboring nodes. They are used in encryption and message
authentication to protect privacy and integrity against external ad-
versary. In particular, packets transmitted to a community member
must be seen in cleartext by other community members so that they
can monitor misbehaviors. Recently Deng et al. [8] proposed a
cluster key design based on a global key and a distributed echo-
back scheme. This key management design can be used to protect
our self-healing communities—the RREQ/RREP route discovery
phases are protected by the global key, then each RREP forwarder
treats its community as a cluster in [8]. Currently we are investigat-
ing more resilient methods to avoid the use of global key and more
efficient methods to reduce the incurred key management overhead.

Energy efficiency Community-based security requires each ad
hoc node to constantly monitor its neighborhood (including con-
figured communities if there is any). This implies the network in-
terface must be ready for packet reception all the time. Real mea-
surements [10] have shown that various network interfaces con-
sume much less energy in the “receive mode” than in the “transmit
mode”, and on some popular interface cards the energy consumed
in the “receive mode” is comparable to the “idle mode” (though



lack of standard definition, “idle mode” typically refers to an en-
ergy efficient quasi-active mode so that the device’s energy con-
sumption is minimal and the device can be made active in minimal
latency). Various schemes [30] have also been proposed to sig-
nificantly decrease energy expense for the “receive mode” without
affecting wireless packet reception guarantee.

4. EFFECTIVENESS STUDY
In this section we use an analytic model to verify the effective-

ness of community-based secure routing. We define a quantity “ef-
fectiveness gain” EG to quantify the advantage of CBS.

4.1 Underlying spatial model
We divide the network area into a large amount of small (virtual)

grids, so that the grid size is even smaller than the physical size of
the smallest network member. This way, each grid is either empty,
or is occupied by a single node. Also because the network area is
much larger than the sum of all mobile nodes’ physical size, the
probability that a grid is occupied by a mobile node is very small.

Now a bionomial distribution B(n, p) defines the probabilistic
distribution of how these grids are occupied by each mobile ad hoc
node. Here n, the total number of grids, is very large; and p, the
probability that a grid is occupied by the single node, is very small.
When n is large and p is small, it is well-known that a bionomial
distribution B(n, p) approaches Poisson distribution with parame-
ter λ = n·p. Hence this bionomial spatial distribution is translated
into a spatial Poisson point process [7] to model the random pres-
ence of the network nodes. In other words, suppose that L events
occur in area A (here an event is an ad hoc node’s physical pres-
ence). If the node density ρ

L
= |L|

A
(where | · | denotes the card-

nality of a set, and ρ
L

= |L| · ρ1 if nodes roam independently) is
equivalent to a random sampling of A with rate ρ

L
. Let x denote

the random variable of number of related network member nodes.
Then the probability that there are exactly k nodes in a specific area
A is

Pr [x = k] =
(ρ

L
A)k

k!
·e−ρ

L
A (1)

The choice of ρ1 depends on the underlying mobility model.
Some stochastic mobility models which directly choose a destina-
tion direction rather than a destination point and allow a bound back
or wrap-around behavior at the border of the system area are able to
achieve a uniform spatial distribution [3]. However, the others are
not. Let’s use random way point (RWP) model, the most popular
one currently used in simulation studies, as the underlying mobil-
ity model. The probability of mobile node’s spatial distribution in
RWP model has been extensively analyzed in various literatures [4]
[5] [25]. For a network deployed in a bounded system area, let the
random variable Ω = (X, Y ) denote the Cartesian location of a
mobile node in the network area at an arbitrary time instant t. The
spatial distribution of a node is expressed in terms of the probability
density function

ρ1 = fXY (x, y)

= lim
δ→0

Pr [(x − δ
2

< X≤x + δ
2
) ∧ (y − δ

2
< Y ≤y + δ

2
)]

δ2

The probability that a given node is located in a subarea A′ of the
system area A can be computed by integrating ρ1 over this subarea

Pr [node in A′] = Pr [(X, Y )∈A′] =

ZZ

A′

fXY (x, y)dA

where fXY (x, y) can be computed given geometric properties of
the network. For example, as suggested in [5], we can use the ana-
lytical expression

ρ1 = fXY (x, y) ≈ 36

a6

„

x
2 − a2

4

«„

y
2 − a2

4

«

for a square network area of size a×a defined by −a/2 ≤ x ≤ a/2

and −a/2 ≤ y ≤ a/2.

Therefore, the node density ρ
L

is a location dependent variable.
In particular for the random waypoint model, ρ

L
is higher at the

central area and lower at the boundary area [4][5]. For location
dependent distributions, the probability of (1) that there are exactly
k nodes in a subarea A′ of the system area A (with respect to a tiny
unit area) is changed to

Pr [x = k] =

ZZ

A′

 

ρk
L

k!
·e−ρ

L

!

dA

where ρ
L

is the node’s spatial distribution function with respect to
the underlying mobility model.

4.2 Geometric properties of self-healing com-
munity

Here we assume ideal circular radio coverage for the ease of
analysis. Also in Section 3 we enforce the policy that two 2-hop
forwarders cannot overhear each other, that is, the minimal distance
between them is larger than 1-hop transmission range. Figure 7
depicts the maximum case when the distance between two 2-hop
forwarders is (1 + ε)·R (where ε is a negligible quantity). On the
other hand, Figure 8 depicts the minimum case when the distance
between two 2-hop forwarders is (2 − ε)·R.

 

A C
B

Figure 7: Self-healing com-
munity: maximum case

 

A CB

Figure 8: Self-healing commu-
nity: minimum case

In the minimum case the area is approximately 0. And in the
maximum case the area occupied by the self-healing community is
approaching

Amax
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„

2π

3
−

√
3

«

R
2
.

Suppose the RREQ procedure is a truly random process where the
distance between 2-hop forwarders randomly distributes over the
range between (1 + ε)·R and (2 − ε)·R. We expect the size of a
self-healing community is the average case:

E(Aheal) ≈
„

π

3
−

√
3

2

«

R
2
.

Therefore, the probability that the expected self-healing commu-
nity area E(Aheal) has exactly k nodes is

Pr [x = k] =

ZZ

E(Aheal)

 

ρk
L

k!
·e−ρ

L

!

dA.

4.3 Spatial model with adversarial presence
We adopt a probabilistic adversarial model. Amongst L authen-

ticated network members, there are θ·L non-cooperative nodes and
(1 − θ)·L cooperative nodes. If the network is protected by cryp-
tographic authentication schemes (e.g., by KDC in Ariadne [12] or



by certification in ARAN [27]), non-network member nodes can-
not join the network to be forwarders. Here θ becomes the non-
cooperative ratio that quantifies the number of compromised or
selfish network members.

Let y denote the random variable of number of cooperative net-
work members in the expected self-healing community area. The
probability that the expected area has k cooperative nodes is

Pr [y = k] =

ZZ

E(Aheal)

((1 − θ) · ρ
L

)k

k!
·e−(1−θ)·ρ

L dA

In a community-based secure routing scheme, the per-hop route
discovery success ratio is

Pcommunity = Pr [y≥1] = 1 − Pr [y = 0]

=

ZZ

E(Aheal)

“

1 − e−(1−θ)ρ
L

”

dA. (2)

4.4 Effectiveness gain
In regular on-demand routing, if (at least) one non-cooperative

“bad” node presents in the community area and launches rushing
attack [14] in route discovery, then with a high probability prush

the bad node will be selected as an RREP forwarder. For simplicity
of analysis, let’s assume prush = 1 and the bad forwarder drops
its RREP packet. Let z denote the random variable of number
of non-cooperative network members in the expected self-healing
community area. The probability that the expected area has k non-
cooperative nodes is

Pr [z = k] =

ZZ

E(Aheal)

(θ · ρ
L

)k

k!
·e−θ·ρ

L dA

In a regular on-demand routing scheme, the per-hop route dis-
covery success ratio is computed from knowing all nodes in the
forwarding area are cooperative. The ratio is only

Pregular =
∞

X

k=1

Pr [y = k, z = 0]

= Pr [y≥1] · Pr [z = 0]

=

ZZ

E(Aheal)

“

(1 − e−(1−θ)ρ
L )·e−θρ

L

”

dA. (3)

The per-hop routing effectiveness gain for the community-based
secure routing is defined as the ratio between the two routing prob-
abilities: the self-healing one with community-based security, and
the regular one without the protection.

EG =
Pcommunity

Pregular

=
1

e−θρ
L

.

EG is a simple metric that does not depend on the size of self-
healing community and the number of hops. Figure 9 illustrates
EG for a very small non-cooperative ratio in a scalable network.
The effectiveness gain is huge. It is even more tremendous when
either network scale or non-cooperative ratio increases.

5. SIMULATION STUDY
We implement community-based security routing scheme on top

of AODV (denoted as CBS-AODV) in QualNet [28], a detailed
packet-level network simulator. Our evaluation will investigate: (1)
the impact of internal adversaries on the performance and the re-
silience of community forwarding against rushing attack and black
hole attack. As a comparison, we also implemented part of Rushing
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Figure 9: Effectiveness gain EG (with normalized ρ1)

Attack Prevention (RAP) scheme [14] (denoted as RAP-AODV),
namely, a node buffers a few received RREQs belonging to the
same flooding and replays by randomly picking up one RREQ from
the buffered ones; (2) the impact of node mobility on community-
forwarding scheme under these attacks. We also implemented con-
strained flooding (Section 3.4.4, denoted as ”CBS-AODV,cons flood”)
for comparison.

In our simulation scenario, 150 nodes are randomly placed within
a field of size 2400m×600m. The nodes move according to RWP
model [15]. Simulations use CBR (Constant Bit Rate) application
where each session lasts for 2 minutes and generates data packets of
512 bytes at a rate of 4 packets per second. The source-destination
pairs are chosen randomly from all the nodes. During total 15 min-
utes simulation time, five CBR sessions are constantly maintained.
We use IEEE 802.11b DCF at MAC layer and two-ray ground prop-
agation model at physical layer. Network devices have link band-
width at 2Mbits/sec and 250 meter power range. The results are
averaged over several simulation runs conducted with various ran-
dom seeds.

The following metrics are used for measurement. (i) packet de-
livery ratio: the ratio between the number of data packets received
and those originated by the sources. (ii) routing overhead: total
bytes of routing control packets. For CBS-AODV, new types of
control packets are all calculated. (iii) average end-to-end packet
latency: the average time from when the source generates the data
packet to when the destination receives it. Community makeup
back off delay is included for CBS-AODV. (iv) average route ac-
quisition latency: the average latency for discovering a route. (v)
number of triggered route request flooding: the number of route
search flooding initiated by the sources. This metric is used to show
that using the community forwarding and self-healing community
maintenance, recourse depletion attack through excessive control
packet flooding can be limited,

5.1 Impact of non-cooperative ratio θ

To investigate the impact of non-cooperative members using a
combined strategy of rushing attack and black hole attack, we use
static network scenarios to emphasize only on the impact of non-
cooperative ratio θ. We vary the ratio (θ) from 0 to 10% (e.g., if
θ = 10, 15 nodes (0.1 * 150 nodes) are non-cooperative). With
the increase of the ratio, more non-cooperative members will place
themselves on the routing paths through rushing attacks and hence
to perform black hole attacks on data packets and on RREP pack-



0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6 8 10

D
el

iv
er

y 
F

ra
ct

io
n

Non-cooperative ratio 

CBS-AODV
RAP-AODV

AODV

Figure 10: Data Packet Delivery Ratio

200

400

600

800

1000

1200

1400

1600

1800

0 2 4 6 8 10

T
ot

al
 C

on
tr

ol
 O

ve
rh

ea
d 

(K
B

yt
es

)

Non-cooperative ratio 

AODV
RAP-AODV
CBS-AODV

Figure 11: Control Overhead (Kbytes)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6 8 10

A
vg

 R
ou

te
 A

cq
ui

si
tio

n 
La

te
nc

y 
(S

)

Non-cooperative ratio 

RAP-AODV
AODV

CBS-AODV

Figure 12: Average Route Acquisition La-
tency (S)

ets. For RAP-AODV, we use the same parameters as used by the
authors [14].

Figure 10 shows that the delivery ratios are drastically impaired
for AODV and RAP-AODV when the number of attackers increases,
while it remains high for CBS-AODV. This drastic change verifies
the analytic predictions (Figure 9). For RAP-AODV, the delivery
ratio is higher than regular AODV, but cannot be restored to CBS-
AODV’s level since the chance of rushing attack cannot be com-
pletely eliminated through randomization in RREQ forwarding. In
addition, Figure 12 verifies that RAP-AODV’s route acquisition de-
lay is much higher than CBS-AODV and AODV due to the added
latency in RREQ forwarding. Figure 11 verifies that both AODV
and RAP-AODV generate higher routing overhead when there are
more non-cooperative nodes in the network.

Figure 13 and Figure 12 collectively illustrate the delay perfor-
mance. The impacts are two folds. First, with the community se-
curity support, initial route acquisition latency is small for CBS-
AODV since dropped RREP packets will be backed up by commu-
nity nodes. But for AODV, sources have to re-send RREQ packets
when RREPs are not received or not received in time. For RAP-
AODV, buffering RREQ packets at each stop greatly slows down
the time of propagating RREQ, hence results in a high route ac-
quisition latency. Second, when packet losses occur, community
nodes make up the lost transmissions after a short time period. This
mechanism produces very high packet delivery ratio at the cost of
slightly prolonged end-to-end delay. The end-to-end delay in CBS-
AODV stays at a relatively stable level. But for RAP-AODV, Fig-
ure 13 shows longer end-to-end delay and a decreasing trend. This
is due to longer route acquisition latency and degradation in packet
delivery, respectively. As packet delivery degrades, those success-
fully delivered packets are the ones that delivered to closer destina-
tions on average, so the end-to-end latency decreases. This trend is
also observed for AODV. Our results on average path lengths vali-
date this reasoning (not shown here due to page limit) by showing
that AODV reduces path length from 4.36 to 3.61 for this simu-
lation configuration while CBS-AODV remains within the range
between 4.34 to 4.53 on average.

Figure 14 shows the portion of forwarding that is performed by
original RREP nodes and the portion of forwarding that is per-
formed by community nodes. It is clear that with increasing at-
tacker ratio, the RREP forwarders fail more in forwarding, while
the community nodes forward more packets to take over. Figure 15
demonstrates that the rate of needed network-wide RREQ floods
stays at a relatively stable level in CBS-AODV, but not in AODV
and RAP-AODV. This verifies that imposing RREQ rate limit is a
practical design for CBS-AODV, but not for AODV or RAP-AODV.

5.2 Impact from mobility
Our second set of experiments examine the impact of node mo-

bility. The attacker ratio is set at 1% in all mobile scenarios. We
vary the node mobility from stationary to a speed of 10 m/s (same
for minimum and maximum speeds in RWP model [32]). The
pause time is set to 30s. The proactive probing rate for CBS-
AODV and ”CBS-AODV, cons flood” is identical. This configu-
ration seeks to show that probing by constrained flooding can cope
with mobility without incurring network-wide floods. Only in some
extreme cases, a source has to re-initiate a network-wide RREQ
flood to rebuild the route.

In Figure 16, CBS-AODV’s delivery ratio slightly degrades when
mobility increases. In the extreme case, all old community mem-
bers roam out of range during a probing interval. Then the cur-
rent route completely breaks. Intuitively, delivery ratio degrades
because the probability of the occurrence of the extreme case in-
creases as node mobility increases. The inefficient variant ”CBS-
AODV, cons flood” exhibits similar delivery ratio performance like
CBS-AODV. It is slightly worse than CBS-AODV because 802.11
broadcasts and constrained flooding incur more channel contention
and packet loss in the community areas (of the current probing
round). Moreover, Figure 17 shows that “CBS-AODV,cons flood”
is inefficient in terms of routing overhead. Figure 17 also verifies
the intuition that the overall control overhead increases, as CBS-
AODV adapts its probing interval to a shorter period when mobility
increases. Nevertheless, CBS-AODV incurs less control overhead
than AODV with respect to the increasing mobility.

Figure 18 studies the impact of RREQ rate control to resist re-
source depletion attack. The simulations run at mobility of 10m/s.
Each source is not allowed to send more than one RREQ flood
within the minimum RREQ intervals shown on the x-axis. The
figure shows the combined impact of mobility and non-cooperative
ratio (in this case it is the compromised ratio because selfish nodes
would not waste their own energy to initiate RREQs). The results
show that CBS-AODV copes with the reduced RREQ flood rate
better than AODV under both high mobility and various attacker
ratios. For AODV under 5% attackers ratio and high mobility,
the curve is mostly flat. This is because the delivered packets are
mostly close to the source nodes, then the RREQ rate limit control
does not significantly change the protocol performance.

6. COMPARISON TO RELATED WORK
Recently many solutions are proposed for ad hoc routing schemes

to mitigate the problem of routing disruption. To resist attacks
from non-network members, either public key based digital signa-
tures [27] or symmetric key based protocols (e.g., TESLA [24])[12]
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Figure 15: # of needed network-wide RREQ
floods (if not limited by rate control)

are used to differentiate legitimate members from external adver-
saries. Afterwards network members refuse to accept or forward
any unauthenticated packet. However, such cryptographic coun-
termeasures cannot fully answer the routing disruption challenge.
As demonstrated in “wormhole attack” [13], “rushing attack” [14]
and the resource depletion attacks studied in this paper, malicious
nodes can easily disrupt ad hoc routing without breaking the cryp-
tosystems in use. A wormhole attacker tunnels messages received
in one location in the network over a low latency link and replays
them in a different location. The attacking nodes can selectively
let routing messages get through. Then the “wormhole” link has
higher probability to be chosen as part of multi-hop routes due to
its excellent packet delivery capability. Once the attacking nodes
know they are en route, they can launch various attack against data
delivery. In rushing attack, malicious nodes increase the chance to
be forwarder by rushing RREQ forwarding. Then they can launch
similar attacks used by wormhole attackers.

Network-based countermeasures must be devised to answer the
new challenges. To defeat rushing attackers, Hu et al. [14] pro-
posed to form local communities by a secure neighborhood discov-
ery protocol. In a local community, RREQ forwarding is delayed
and randomized so that an RREQ rushing attacker cannot domi-
nate other members during the RREQ phase. Route disruption is
mitigated because the chance of selecting a rush attacker on a path
equals the chance of selecting a good member. Our self-healing
design adopts a different approach. We implement a faster RREQ
phase, then in the RREP phase we explore the presence of good
network members to heal a damaged route on the fly. Such self-
healing feature has not been explored in previous secure routing
research to counter malicious nodes. To resist wormhole attackers,
our design relies on countermeasures like packet leashes [13] and
secure distance bounding [31][6].

Multi-path routing [26][18] and route fix using local recovery
query [29] are alternative choices of community-based routing. In
multi-path routing, more paths parallel (albeit some of them are
near) to the optimal path are maintained, a damaged path is re-
placed by another path rather than fixed locally. It incurs extra
overheads to maintain paths other than the optimal path and to de-
liver data on those non-optimal paths. In local recovery query, the
forwarders need to cooperatively query a larger recovery area to
fix a damaged link. This cooperative assumption does not apply
to non-cooperative members studied in this work. In general, our
approach is very different from existing approaches—we build lo-
calized self-healing communities on the optimal path to counter
non-cooperative nodes. In the context of secure routing, Papadim-
itratos and Haas [21] studied a multi-path approach to mitigate
route disruption attacks. By encoding data packets into erasure

codes, the destination is able to recover the source’s data upon
receiving a threshold subset of encoding symbols that have been
delivered along the multiple paths. Awerbuch et al. [2] proposed
a multi-path evaluation and probing scheme to detect malicious
packet forwarders. If a malicious forwarder cannot differentiate
the data packets without probing piggybacks from those with, then
the source can pinpoint the range of failure on a path. Nevertheless,
none of the related work adopts our localized approach to secure the
optimal path discovered by the underlying ad hoc routing protocol.

Local monitoring also improves ad hoc routing security. In se-
cure neighbor detection schemes [14][20], mobile nodes constantly
gather knowledge about its current neighborhood. Each node must
prove its network membership as well as its local presence. Con-
trol and data packets are only forwarded for verified neighbors. As
we mentioned in Section 3.5, these secure neighborhood detection
schemes help community-based routing to subdue attackers with
directional transmission capability. In neighbor monitoring, any
wireless node can use “watchdog” [19] or passive acknowledge-
ment [16] to detect its neighbors’ forwarding misbehaviors. Inside
a self-healing community, members monitor each other’s behavior.
We devised autonomous algorithms to guide each member’s actions
and reactions upon detecting non-cooperative events. Routing in-
tegrity is achieved if at least one cooperative member is monitoring
when a routing misbehavior occurs.

7. CONCLUSIONS
In this paper we have studied how non-cooperative network mem-

bers can threat the secure routing protocols by various means. In
particular, they can deplete network resource and reduce the rout-
ing performance to minimum. These security threats have not been
fully addressed in previous research. We propose the concept of
“self-healing community” and show how to use this concept to de-
fend against the new security threats. Our design explores redun-
dancy in deployment, an inherent feature of ad hoc networking, to
let nearby cooperative network members counter the attacks launched
by the non-cooperative nodes.

We rely on localized simple schemes and end-to-end probing
to configure and reconfigure “self-healing communities”. Ad hoc
routes are healed locally within minimal latency. In the ideal case,
only a single initial RREQ flood is needed for each end-to-end con-
nection. In practice, even though this ideal case is impractical, the
RREQ flooding frequency is minimized. By an analytic model we
show the effectiveness gain of community-based secure routing is
tremendous. Then we design and simulate secure ad hoc routing
protocols to verify the cost and overhead incurred by reconfigurable
self-healing communities. Our study verifies that it is effective and



0.5

0.6

0.7

0.8

0.9

1

1.1

0 2 4 6 8 10

D
el

iv
er

y 
F

ra
ct

io
n

Mobility (m/s)

CBS-AODV
CBS-AODV,cons_flood

AODV

Figure 16: Packet Delivery Ratio

 0

 2000

 4000

 6000

 8000

 10000

 12000

 14000

 0  2  4  6  8  10

T
ot

al
 C

on
tr

ol
 O

ve
rh

ea
d 

(K
B

yt
es

)

Mobility (m/s)

CBS-AODV,cons_flood
AODV

CBS-AODV

Figure 17: Control Overhead (Kbytes)

0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25

D
el

iv
er

y 
F

ra
ct

io
n

Minimum RREQ Interval(S)

CBS-AODV, compromised ratio 1%
CBS-AODV, compromised ratio 5%

AODV, compromised ratio 1%
AODV, compromised ratio 5%

Figure 18: RREQ Flood Rate Limit Control

efficient to use the new paradigm to secure common ad hoc routing
protocols.
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